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Timing convergence is paramount for the feasibility of VLSI circuit design, which is highly dependent on

timing optimization during VLSI placement. Timing-driven placement usually achieves timing optimization

by optimizing the locations of timing-violating cells. These cells are often characterized by timing-criticality

in global and detailed placement. However, we find that this metric cannot accurately capture the cells whose

movement will affect the overall timing results. To bridge this gap, this paper proposes a timing sensitivity

analysis framework to precisely quantify the impact of physical objects (pins, combinational cells, FFs, nets)

on overall timing. Within this framework, we derive the TNS and WNS sensitivities of pins, combinational

cells, FFs and nets. Moreover, we introduce a metric of total timing sensitivity to estimate how much physical

objects affect the total timing. To validate its effectiveness, the timing sensitivity analysis framework is

utilized to refine the combinational cell movement techniques in Rsyn [6, 7]. Moreover, we develop an FF

classification and moving scheme based on the timing sensitivity analysis framework, to further enhance

timing optimization. Experimental results show that our approach achieves remarkable average improvements

on TNS and WNS without compromising total wirelength and routability, compared to the state-of-the-art

timing-driven detailed placer.
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1 INTRODUCTION
In VLSI design, the performance of a placement engine is crucial to the overall physical design

flow [20]. The main task of placement is to position circuit modules without overlaps within a

die, and optimize some specific metrics. Traditionally, the main focus of placement has been on
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wirelength, often neglecting timing. While optimizing wirelength can improve timing to some

extent, it tends to ignore the significant difference between critical and non-critical nets, potentially

yielding longer critical paths and resulting in poor timing performance. However, the convergence

of VLSI design is largely dependent on achieving the final timing goal. In practice, many designs

require several rounds of placement and routing to meet the goal, prolonging the design process.

Therefore, timing-driven placement is indispensable to speed up the design cycle.

Placement in VLSI physical design is usually divided into three stages: global placement, legal-

ization, and detailed placement. At each stage, the timing target can be considered and optimized.

Modern timing-driven placement approaches can typically be grouped into two main stages:

timing-driven global placement [8, 9, 15–18, 24, 26, 27] and timing-driven detailed placement

[3, 4, 6, 7, 10–12, 14, 19, 22]. Timing-driven placement approaches all aim to reduce timing viola-

tions in a circuit by rationally planning the positions of cells. A good timing evaluation metric will

greatly help timing-driven placement. The timing-criticality of a cell is often defined as the ratio

of the negative slack value of the cell to the WNS, which reflects whether the cell has a timing

violation and the severity of the timing violation. Therefore, the timing-criticality metric is widely

used in timing-driven global placement and timing-driven detailed placement.

Popular timing-driven global placement can be categorized into weight-based [8, 15, 17, 18,

27] and gradient-based methods [9, 16]. Weight-based methods typically optimize the timing by

assigning higher weights to critical nets or paths, and the setting of the weights is often directly

related to the criticality of the cell. Gradient-based methods compute the gradient of the timing

objective with respect to a cell’s coordinates, guiding the movement of the cell.

The timing-criticality metric is not only widely used for setting weights in timing-driven global

placement, but also for the selection and ordering of cells in timing-driven detailed placement.

Timing-driven detailed placement, moving cells locally, can further enhance the timing result

of global placement. Typically, timing-driven detailed placement optimizes cells’ positions along

critical paths using path-based methods. Recently, Lagrangian relaxation (LR)-based approaches

have been widely adopted [10, 17, 19, 22]. They use TNS as the objective function for LR, guiding

discrete local search algorithm to relocate cells. However, LR-based approaches are time-consuming,

since they require local search to find cells’ optimal positions from multiple candidates.

Another effective approach to timing-driven detailed placement involves straightening critical

paths [3, 12]. This approach often reduces the delay in the critical path by adjusting the positions

of cells on the critical path. Rsyn [6, 7] combines quadratic placement with various cell movement

methods, such as clustered movement, buffer balancing, cell balancing, and load optimization, to

achieve state-of-the-art timing result in timing-driven detailed placement.

Detailed placement does not expect tomove all cells. All existing timing-driven detailed placement

approaches select cells for moving solely based on criticality, i.e., the presence of timing violation.

They overlook the fact that not all cells with timing violation will significantly impact timing, and

some cells without timing violation can still influence overall timing performance. This fact will be

demonstrated in Subsection 3.1. Moreover, cells’ moving order also significantly affects the final

timing results. Conventional approaches typically sort cells based on timing criticality [6, 7], and

specifically the cells on the same timing path are assigned identical criticality and sorted in reverse

or forward topological order [17, 22]. These approaches have not considered the timing impact of

cells, often leading to suboptimal solutions.

Therefore, it is important to find a metric that can assess the extent of the cell’s impact on timing.

The concept of timing gradient, first proposed by [9], quantifies the pin-to-timing contribution at

the global placement stage. However, this approach requires smoothing a large number of functions

(including the maximum function and the distance function). This coarse-grained evaluation loses

accuracy [27].
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Furthermore, as the start and end points of timing paths, FFs play a critical role in timing

optimization. Most strategies for FFs focus on addressing early timing violations by optimizing

clock paths [11, 14]. However, improving FFs’ placement to mitigate late timing violations is equally

important yet often overlooked, including Rsyn [6, 7].

Considering the pros and cons of previouswork, this paper introduces a timing sensitivity analysis

framework and applies it to the combinational cell movement techniques of Rsyn [6, 7]. Additionally,

we propose an FF movement scheme based on the timing sensitivity analysis framework to further

mitigate late timing violations. The main contributions of this work are summarized as follows:

• We give the definition of timing sensitivity that directly estimates the impacts of position

changes of pins, combinational cells, and FFs, as well as wirelength changes of nets, on TNS

and WNS. The definition is calculated directly as the variation of timing metric with respect

to wirelength, instead of cell’s coordinate.

• Wepropose a timing sensitivity analysis framework and derive in detail the timing sensitivities

of individual physical objects (pins, combinational cells, FFs, and nets). Specifically, the timing

sensitivity computation is performed by analyzing finite slew propagation and cell delay

variation. Moreover, we introduce the total timing sensitivity metric to assess the impact of

physical objects on overall timing.

• We apply the timing sensitivity analysis framework to the combinational cell movement

schemes in Rsyn [6, 7]. Our approach focuses on selecting combinational cells that have

a direct impact on TNS and WNS, prioritizing them based on their total timing sensitivity

values.

• We classify FFs by their pins’ total timing sensitivities and propose an FF movement strategy.

This strategy minimizes the local delay influenced by FFs, and complements the enhanced

combinational cell movements to enable further timing optimization.

• Experiments on placements generated by DREAMPlace 4.0_GP [17] and ICCAD 2015 contest

benchmarks show that our approach achieves significant improvements in WNS and TNS,

compared to state-of-the-art timing-driven detailed placer. Meanwhile, we demonstrate

through ablation experiments that both our timing sensitivity framework and FF movement

strategy are effective.

This paper is organized as follows. Section 2 presents the preliminaries, introducing the concepts

of timing and the techniques already available in Rsyn. Section 3 gives our definition of timing

sensitivity, and provides the framework of timing sensitivity analysis. Moreover, this section also

derives in detail the timing sensitivities of physical objects (pins, combinational cells, FFs, and nets).

Section 4 applies our timing sensitivity analysis framework in Rsyn for timing-driven detailed

placement. Section 5 details our FF movement scheme. Experimental results are presented in Section

6. Section 7 concludes this work.

2 PRELIMINARIES
This section first introduces the basic concepts of Static Timing Analysis (STA), and then outlines

the late timing violation optimization techniques of Rsyn [6, 7].

2.1 Static Timing Analysis
Static Timing Analysis [2] starts by representing a circuit as a directed acyclic graph (DAG), in

which each pin is treated as a node and connections among pins as edges. Each edge carries an

associated delay, which can be a cell delay or a wire delay. After determining the delay for each

edge, the delay is propagated, which involves both forward propagation and backward propagation.

The processes are used to calculate the actual arrival time (AAT) and required arrival time (RAT)
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for each node, respectively. The slack at any node 𝑢 is the difference between its RAT and AAT:

𝑆𝑙𝑎𝑐𝑘 (𝑢) = 𝑅𝐴𝑇 (𝑢) −𝐴𝐴𝑇 (𝑢).

A negative slack indicates that a timing violation occurs at this node. WNS is the worst slack

among all timing endpoints, which are the primary outputs or data inputs of latches or flip-flops,

defined by:

𝑊𝑁𝑆 = min

𝑢∈𝑃𝑜
𝑆𝑙𝑎𝑐𝑘 (𝑢),

where 𝑃𝑜 is the set of timing endpoints. TNS is the total sum of negative slacks at the timing

endpoints, defined by

𝑇𝑁𝑆 =
∑︁
𝑢∈𝑃𝑜

min(0, 𝑆𝑙𝑎𝑐𝑘 (𝑢)).

Slack, WNS, and TNS are crucial timing metrics for characterizing circuit timing convergence.

These metrics can be obtained by running an STA tool during the optimization phase.

In this work, we adopt the Non-Linear Delay Model (NLDM) for cell delay calculation and the

Elmore delay model for net delay estimation [5]. An NLDM cell delay is calculated from look-up

tables (LUTs), and the prevailing approach involves processing lookup tables through bilinear

interpolation [2, 8, 9], so we also express it in the form of bilinear interpolation. Specifically, for a

cell 𝑐𝑘 , the cell delay 𝐷𝑐𝑘 and the output slew 𝑆𝑐𝑘 are given by

𝐷𝑐𝑘 = 𝐿𝑈𝑇𝐷𝑐𝑘
(Slew𝑐𝑘 ,Cap𝑐𝑘 ) = 𝑑𝐼 + 𝑎𝑘 · Slew𝑐𝑘 + 𝑏𝑘 · Cap𝑐𝑘 + 𝑧𝑘 · Slew𝑐𝑘 · Cap𝑐𝑘 , (1)

𝑆𝑐𝑘 = 𝐿𝑈𝑇𝑆𝑐𝑘
(Slew𝑐𝑘 ,Cap𝑐𝑘 ) = 𝑠𝐼 +𝑤𝑘 · Slew𝑐𝑘 + 𝑣𝑘 · Cap𝑐𝑘 + 𝑢𝑘 · Slew𝑐𝑘 · Cap𝑐𝑘 , (2)

where Slew𝑐𝑘 and Cap𝑐𝑘
are the input slew and the total load capacitance of the cell, respectively.

𝑑𝐼 , 𝑎𝑘 , 𝑏𝑘 , 𝑧𝑘 , 𝑠𝐼 ,𝑤𝑘 , 𝑣𝑘 , 𝑢𝑘 are the constant terms when using the interpolation method. It is worth

noting that the cell delay is essentially defined from pin to pin of the cell, hence the parameters

Slew𝑐𝑘 and Cap𝑐𝑘
are only related to the cell’s pins.

For a net 𝑒 , the wire delay 𝐷𝑒𝑢 and slew 𝑆𝑒𝑢 from its source 𝑖 to a sink 𝑢 are calculated by the

Elmore delay model:

𝐷𝑒𝑢 = 𝑅𝑑𝐶total + 𝑟𝐶𝑙𝐿𝑢 +
𝑟𝑐𝐿2𝑢

2

, (3)

𝑆𝑒𝑢 = 𝐾𝑠

(
𝑅𝑑𝐶total + 𝑟𝐶𝑙𝐿𝑢 +

𝑟𝑐𝐿2𝑢

2

)
, (4)

where 𝑅𝑑 is the effective output resistance of the driver to which source 𝑖 is attached,𝐾𝑠 is a constant

in the timing library and is set to 2.2. 𝐶total is the total load capacitance from all sinks to the source

𝑖 , and 𝐶𝑙 is the load capacitance of the receiver which is attached to sink 𝑢. 𝑟 and 𝑐 are the wire

resistance and capacitance per unit wirelength, respectively. 𝐿𝑢 is the wirelength from the source 𝑖

to sink 𝑢.

2.2 Late Timing Violation Optimization Techniques of Rsyn
This subsection introduces the main optimization techniques in Rsyn [6, 7] for resolving late

timing violations. Rsyn integrates several combinational cell movement techniques to optimize

late timing violations, including quadratic placement and clustered movement for synchronized

cells’ movement, as well as buffer balancing, cell balancing, and load optimization for single-cell

movement.

The quadratic placement technique in Rsyn optimizes late timing violations by assigning higher

weights to the wires of the top-three timing critical paths, and minimizes the total weighted
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quadratic wirelength:

𝑊 (𝑥,𝑦) =
𝑁∑︁
𝑖

𝑁∑︁
𝑗

𝑔𝑖 𝑗 (𝐿𝑖 𝑗 )2, (5)

where 𝐿𝑖 𝑗 is the length of the interconnection from cell 𝑖 to cell 𝑗 , and 𝑔𝑖 𝑗 is the weight of the

interconnection [7]. The quadratic placement technique is commonly used in detailed placement to

quickly place cells.

The clustered movement technique in Rsyn clusters combinational cells with timing violations.

For a cluster, the target position of clustered cells is computed as [6]:

𝑡𝑎𝑟𝑔𝑒𝑡𝑃𝑜𝑠 (𝑐𝑙𝑢𝑠𝑡𝑒𝑟 ) =
∑𝑛
𝑖=1 𝑝𝑜𝑠 (𝑁𝑖 ) · 𝑠𝑙𝑎𝑐𝑘 (𝑁𝑖 )∑𝑛

𝑖=1 𝑠𝑙𝑎𝑐𝑘 (𝑁𝑖 )
, (6)

where 𝑛 is the number of the cluster’s neighboring critical pins, 𝑝𝑜𝑠 (𝑁𝑖 ) and 𝑠𝑙𝑎𝑐𝑘 (𝑁𝑖 ) are the
position and the slack of the cell 𝑁𝑖 to which the cluster’s neighboring critical pin 𝑖 is attached. By

optimizing the positions of these clusters, the clustered movement technique helps avoid suboptimal

placement solutions to some extent.

The buffer balancing and cell balancing techniques in Rsyn relocate buffers and combinational

cells so that they lie along the interconnect path between their driver cell and load cell respectively,

thereby minimizing local delay. Rsyn applies this technique to all buffers and combinational cells

with timing violations. Specifically, for a buffer with timing violation, the local delay value 𝐷 from

its driver cell to its load cell can be expressed as [6]:

𝐷 = 𝑅0 (𝐶1 + 𝑑0𝐶𝑤) + 𝑑0𝑅𝑤
(
𝐶1 +

𝑑0𝐶𝑤

2

)
+ 𝑝0 + 𝑅1 (𝐶2 + 𝑑1𝐶𝑤) + 𝑑1𝑅𝑤

(
𝐶2 +

𝑑1𝐶𝑤

2

)
+ 𝑝1, (7)

where 𝑅0 is the resistance of the buffer’s driver, 𝐶1 is the input pin load capacitance of the buffer,

𝑑0 is the wirelength from the buffer to its driver, 𝑅𝑤 and 𝐶𝑤 are the wire resistance and wire

capacitance per unit wirelength respectively, 𝑅1 is the buffer’s resistance, 𝑑1 is the wirelength from

the buffer to its load cell, 𝐶2 is the load capacitance at the input sink pin of the buffer’s load cell. 𝑝0
and 𝑝1 are parasitic delays of the driver and buffer, respectively. By fixing the positions of the driver

cell and load cell, buffer balancing determines the optimal position for each buffer by minimizing

the 𝐷 value.

The cell balancing technique is similar to that of buffer balancing. However, a combinational

cell usually has multiple input pins and multiple output pins, and in this case Rsyn will compute

a weighted position based on multiple target positions. The load optimization technique in Rsyn

reduces the load on a critical net by placing non-critical load cells on the net as close as possible to

their driver cell.

3 OUR TIMING SENSITIVITY ANALYSIS
In this section, we first demonstrate the insufficiency of moving only timing-violating combinational

cells and FFs. Next, we give our definition of timing sensitivity and propose our timing sensitivity

analysis framework. Finally, we derive in detail the timing sensitivities for pins, combinational

cells, FFs, and nets.

3.1 Insufficiency of Moving Only Timing-Violating Combinational Cells and FFs
Popular timing-driven detailed placement approaches [6, 22] primarily utilize single-cell movement

techniques to move all combinational cells and FFs with timing violations to improve TNS and

WNS. However, these techniques overlook the fact that not all combinational cells with timing-

violation will affect TNS and WNS, as the slacks of certain combinational cells may not propagate
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backward to contribute to TNS andWNS [24]. Furthermore, they also disregard the fact that moving

combinational cells and FFs without timing violations could potentially improve TNS and WNS.

Fig. 1 provides a simple example to illustrate this fact, where the slack value of an object is denoted

by 𝑆 .

(a) (b)

Fig. 1. (a) Combinational cells and FFs identified for moving by the single-cell movement techniques in [6, 22].
(b) Combinational cells and FFs identified for moving by our sensitivity analysis.

In the circuit of Fig. 1(a), both the TNS and WNS in the circuit are −4. The single-cell movement

techniques in [6, 22] would choose to move combinational cells with negative slacks (indicating

timing violation) for timing optimization, i.e., combinational cells 𝐴, 𝐶 , and 𝐷 , prioritized by their

timing criticality. The combinational cell 𝐵 and the FF would not be selected for moving due to

positive slack. Since combinational cells 𝐴 and 𝐷 are on the critical path, colored in red, moving

them will result in significant improvements in TNS and WNS. However, relocating combinational

cell 𝐶 is not essential, because the improvement in slack from moving combinational cell 𝐶 does

not propagate backward to the slack −4 at pin 𝑘 of combinational cell 𝐷 . Consequently, there is no

change in slack −4 at the output port 𝑃𝑜2 after relocating cell𝐶 , and therefore there is no change in
TNS and WNS.

In Fig. 1(b), combinational cells 𝐴, 𝐵, 𝐷 , and the FF should be moved to optimize TNS and WNS,

since 𝐴 and 𝐷 are on the critical path, colored in red, and moving them can directly improve

TNS and WNS. Moreover, moving combinational cell 𝐵 alters the length of net 𝑛1, and the length

adjustment affects the actual arrival time (AAT) at combinational cell 𝐷’s most critical input pin 𝑖 ,

which then propagates backward to the slack −4 of the output port 𝑃𝑜2, and ultimately affecting

the TNS and WNS. However, moving the combinational cell 𝐵 is often overlooked by the single-cell

movement techniques in [6, 22], due to no timing violations. The same situation applies to the FF

in the figure. Additionally, the techniques may inappropriately move combinational cell 𝐶 , which

does not affect TNS and WNS but could adversely affect other paths associated with combinational

cell 𝐶 .

From the above analysis, it is evident that traditional critical path-based methods cannot ac-

curately identify the cells that need to be moved to optimize WNS and TNS, as they rely solely

on slack as the selection metric. To more accurately identify cells for timing optimization, a new

metric should be developed for effectively quantifying a cell’s impact on overall timing, i.e., timing

sensitivity.

Traditionally, timing sensitivity analysis focuses on nets directly [21, 24], indicating the extent

to which a change in the wirelength of a critical net could potentially affect timing. However, the

definition of net timing sensitivity in [24] has not considered the effect of wirelength change on cell

delay and slew propagation, and the net timing sensitivity in [21] is not directly correlated with the

final timing metrics, TNS and WNS. Recently, the timing gradient with respect to cell coordinates,
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Fig. 2. Our timing sensitivity analysis framework.

proposed in [9], quantifies the contribution of each pin’s arrival time to the overall timing metrics.

However, calculating the gradient requires smoothing a large number of functions so that they

are differentiable, which may potentially compromise accuracy [27]. Hence, developing a more

comprehensive and accurate timing sensitivity analysis framework is necessary.

3.2 Our Timing Sensitivity Definition and Timing Sensitivity Analysis Framework
This subsection gives our definition of timing sensitivity. More specifically, we define TNS and

WNS sensitivities for pin, cell (including combinational cell and flip-flop), and net.

Definition 3.1. TNS and WNS Sensitivities of a pin or cell: The degrees to which TNS and

WNS are affected by wirelength variations caused by the position change of a pin or cell. They are

denoted respectively by

𝑆TNS (𝑋 ) =
ΔTNS

Δ𝐿𝑋
, 𝑆WNS (𝑋 ) =

ΔWNS

Δ𝐿𝑋
,

where Δ𝑇𝑁𝑆 and Δ𝑊𝑁𝑆 are the variations of TNS and WNS, 𝑋 is the physical object (pin or cell),

Δ𝐿𝑋 is the wirelength variation caused by the position change of 𝑋 .

Definition 3.2. TNS and WNS Sensitivities of a net: The degrees to which TNS and WNS are

affected by the wirelength change of a net. They are denoted respectively by

𝑆TNS (𝑛𝑒𝑡) =
ΔTNS

Δ𝐿𝑛𝑒𝑡
, 𝑆WNS (𝑛𝑒𝑡) =

ΔWNS

Δ𝐿𝑛𝑒𝑡
,

where Δ𝑇𝑁𝑆 and Δ𝑊𝑁𝑆 are the variations of TNS and WNS, Δ𝐿𝑛𝑒𝑡 is the wirelength change of

the net.

Unlike the timing gradient proposed in [9], our timing sensitivity is not defined with respect to

the spatial coordinates of pins or cells, but rather in terms of the wirelength changes induced by

their movement. This is due to the fact that delays (Eqs. (1) and (3)) are a function of wirelength

rather than the absolute positions of pins or cells.

Since calculating TNS and WNS is essentially performed at pins, we first derive the timing

sensitivities of pins, then we calculate the timing sensitivities of cells and subsequently the nets. Fig.

2 presents our overall timing sensitivity analysis framework. It begins with the timing sensitivity

of the pin, followed by that of the combinational cell and flip-flop, and finally the net. To effectively

evaluate the TNS and WNS sensitivities of a net, it is critical to calculate the TNS and WNS

sensitivities of the associated cells first, since the net length change primarily results from the

cells’ movements. Furthermore, calculating a cell’s TNS and WNS sensitivities must assess the
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TNS and WNS sensitivities of its pins first. This step is crucial because the timing information

is defined directly at the pin level, and relocating a cell affects its pins’ positions. In addition, to

comprehensively estimate the impact of physical objects (pins, combinational cells, FFs and nets) on

overall timing, we introduce a metric of total timing sensitivity. This metric combines the WNS and

TNS sensitivities of these physical objects linearly. The next subsection outlines how to compute

the timing sensitivities of these objects effectively.

3.3 Computation of Timing Sensitivity
In this subsection, we describe the computation of TNS andWNS sensitivities for pins, combinational

cells, FFs, and nets, and then introduce the concept of total timing sensitivity.

STA represents a circuit as a directed acyclic graph DAG, where each pin corresponds to a vertex.

According to Fig. 2, we first compute the TNS andWNS sensitivities for the pins, and then propagate

them to obtain the timing sensitivities of cells and nets. It is worth noting that when computing

the timing sensitivity of a pin, we assume that all other pins in the DAG are fixed, including the

other pins attached to the same cell.

(a) (b)

Fig. 3. (a) An example for illustrating the effect of position changes of sink 𝑗 and source 𝑖 on TNS and WNS.
AATs of green pins are affected by the position change of sink 𝑗 . 𝐹 𝑗 is the number of timing critical endpoints
influenced by sink 𝑗 . (b) An example illustrating the effect of the position change of sink D pin of the FF on
TNS and WNS. AATs of green pins are affected by the position change of the D pin.

3.3.1 Computation of Pin’s Timing Sensitivity. There exist two types of pins: source and sink

pins, which serve as input and output signal points, respectively. To facilitate comprehension, we

use Fig. 3 to illustrate the timing sensitivities of sinks and sources, which are the input and output

pins of some combinational cells or FFs, respectively. As shown in Fig. 3(a), changing the position

of sink 𝑗 alters the wirelength from it to source 𝑖 , which in turn affects the delays of all timing paths

passing through the two pins. Yet, changing the position of source 𝑖 affects the wirelengths from

source 𝑖 to all sinks 𝑗 , 𝑢1, and 𝑢2, indicating that the wirelength of the entire net 𝑛 changes, which in

turn affects all timing paths through the net 𝑛. So the effect of the source’s position change on the

timing is equivalent to the effect of the position changes of all the sinks on the timing. Therefore,

the position change of these two kinds of pins yields disparate impacts on timing, and we need to

compute the timing sensitivities of the sink and source separately.

First, we calculate the TNS and WNS sensitivities of a sink. We use 𝐿 𝑗 to denote the wirelength

from sink 𝑗 to its source, i.e., the wirelength from sink 𝑗 to source 𝑖 of net 𝑛 in Fig. 3(a). Let 𝐴𝐴𝑇𝑢
be the actual arrival time at sink 𝑢, and let Δ𝐴𝐴𝑇𝑢 and Δ𝐿 𝑗 be the variations of 𝐴𝐴𝑇𝑢 and 𝐿 𝑗 ,

respectively. Moreover, let 𝑎𝑢 , 𝑧𝑢 , 𝑏𝑖 , 𝑧𝑖 ,𝑢𝑖 and 𝑣𝑖 be the fitting coefficients defined in Eqs. (1) and (2),

with each cell having its own distinct set of fitting parameters.𝐶𝑎𝑝𝑐𝑢 and 𝑆𝑙𝑒𝑤𝑐𝑖 are the current load

capacitance and output slew of the cell corresponding to pins 𝑢 and 𝑖 , respectively. Furthermore,

let 𝑟 and 𝑐 be the resistance of the wire and the capacitance per unit wirelength, respectively. 𝑅𝑑
denotes the effective output resistance of the driver to which the source 𝑖 is attached, and let 𝐶𝑙 be
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the load capacitance of the receiver to which the sink 𝑢 is attached. 𝐾𝑠 is the constant 2.2 in the

timing library.

We first compute 𝑆
𝐴𝐴𝑇𝑢
𝐿𝑗

, which indicates the actual arrival time (AAT) sensitivity to wirelength

𝐿 𝑗 at any sink 𝑢 of net 𝑛. Note that, for any load cell of net 𝑛, the delay change of the load cell

actually affects the AAT of its output pin; however, to simplify the presentation we assume that the

delay change of the load cell affects the AAT of its input pin of the net 𝑛 instead of the output pin.

This assumption does not affect the result. We have the following two lemmas:

Lemma 3.3. Consider a net 𝑛 with source 𝑖 and multiple sinks. If 𝑗 ∈ 𝑆𝑖𝑛𝑘 (𝑛) is a combinational
cell’s pin, the AAT sensitivity of each sink 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛) to wirelength 𝐿𝑗 is:

𝑆
𝐴𝐴𝑇𝑢
𝐿𝑗

=
Δ𝐴𝐴𝑇𝑢
Δ𝐿 𝑗

=


(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 + 𝑟𝐶𝑙 + 𝑟𝑐𝐿 𝑗 )
+(𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) (𝑣𝑖𝑐 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑟𝐾𝑠𝐶𝑙 + 𝑐𝐾𝑠𝑅𝑑 + 𝐾𝑠𝑟𝑐𝐿 𝑗 ), if 𝑢 = 𝑗 ;

(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 ) + (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) · 𝑐 · (𝑣𝑖 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 + 𝐾𝑠𝑅𝑑 ), otherwise.
(8)

Proof. See Appendix A. □

Next, it is necessary to calculate the sensitivity of the D pin of an FF separately, since it is the

endpoint of a timing path, as shown in Fig. 3(b).

Lemma 3.4. Consider a net 𝑛 with source 𝑖 and multiple sinks. If 𝑗 ∈ Sink(𝑛) is the D pin of an FF,
the AAT sensitivity of each sink 𝑢 ∈ Sink(𝑛) to wirelength 𝐿 𝑗 is:

𝑆
𝐴𝐴𝑇𝑢
𝐿𝑗

=
Δ𝐴𝐴𝑇𝑢
Δ𝐿 𝑗

=

{
𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 + 𝑟𝐶𝑙 + 𝑟𝑐𝐿 𝑗 , if 𝑢 = D pin;
(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 ) + (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) · 𝑐 · (𝑣𝑖 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 + 𝐾𝑠𝑅𝑑 ), otherwise.

(9)

Proof. See Appendix B. □

Unlike Lemma 3.3, in Lemma 3.4 when 𝑗 is the D pin of the FF, the𝐴𝐴𝑇𝑗 sensitivity to wirelength

𝐿 𝑗 is not correlated with the parameters 𝑎𝑢 , 𝑧𝑢 and 𝐶𝑎𝑝𝑐𝑢 , which also reflects the fact that the

variation of 𝐿 𝑗 does not affect the delay of the FF.

Lemmas 3.3 and 3.4 show that, a change in 𝐿 𝑗 affects the AATs at all sinks in a net. But these

AATs do not necessarily contribute to the calculation of TNS and WNS. Therefore, we further

calculate a sink’s TNS and WNS sensitivities based on Lemmas 3.3 and 3.4.

Theorem 3.5. Consider a net 𝑛 with source 𝑖 , the TNS sensitivity of sink 𝑗 ∈ 𝑆𝑖𝑛𝑘 (𝑛) is:

𝑆TNS ( 𝑗) =
ΔTNS
Δ𝐿 𝑗

= −
∑︁

𝑢∈Sink(n)
𝐹𝑢 · 𝑆𝐴𝐴𝑇𝑢𝐿𝑗

, (10)

where Δ𝑇𝑁𝑆 and Δ𝐿 𝑗 are the variations of TNS and 𝐿 𝑗 , 𝐹𝑢 is the number of timing critical endpoints
influenced by the sink 𝑢.

Proof. See Appendix C. □

Theorem 3.5 suggests that TNS is more sensitive to the wirelength 𝐿 𝑗 , if the net 𝑛 has a larger

number of sinks, or these sinks include a greater number of affected timing-critical endpoints 𝐹𝑢 ,

or these sinks have a larger value of 𝑆
𝐴𝐴𝑇𝑢
𝐿𝑗

. It is worth noting that, 𝐹𝑢 is not calculated simply
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as the sum of all critical timing endpoints fanned out by sink 𝑢, since if 𝑢 is on a non-critical

or sub-critical path of a particular endpoint, the slack value of that endpoint is not affected by

𝑢. Therefore, we need to check whether 𝑢 is on the same most critical path as this endpoint to

determine whether this timing endpoint will be affected by 𝑢. The computation of 𝐹𝑢 is based on

the algorithm proposed in [24].

𝐹𝑢 allows us to determine whether the arrival time change of pin 𝑢 will affect the final timing

result. With 𝐹𝑢 , Theorem 3.5 calculates the TNS sensitivity of sink 𝑗 by accurately assessing the

contribution of AAT to TNS for all sinks. Although [9] has proposed the idea of quantifying

the contribution of the arrival times of pins to the overall timing, it requires smoothing a large

number of maximum functions such that they are differentiable, which may potentially compromise

accuracy [27].

Theorem 3.6. Consider a net 𝑛 with source 𝑖 , the WNS sensitivity of sink 𝑗 ∈ 𝑆𝑖𝑛𝑘 (𝑛) is:

𝑆WNS ( 𝑗) =
ΔWNS
Δ𝐿 𝑗

=

{
−𝑆𝐴𝐴𝑇𝑢

𝐿𝑗
, if there exists a sink 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛) on the worst timing path;

0, otherwise.

where Δ𝑊𝑁𝑆 and Δ𝐿𝑗 are the variations of WNS and 𝐿 𝑗 .

Proof. See Appendix D. □

Theorem 3.6 implies that WNS is sensitive to the change of the wirelength 𝐿 𝑗 , only if there exists

a sink 𝑢 in the net 𝑛 and 𝑢 lies on the worst timing path. Note that the WNS sensitivity of sink 𝑗 of

net 𝑛 depends on whether any sink on net 𝑛 is in the worst timing path, not only on 𝑗 itself.

In the above derivation for sink pins, the position change of a sink impacts only a single two-pin

wire. In contrast, the timing sensitivities of source pins, cells and nets affect multiple two-pin

wires, requiring an analysis of their combined timing impact, which is more complex and involves

multiple scenarios. To account for the worst-case timing scenario, we focus on the most sensitive

case to derive their timing sensitivities. In the subsequent derivations, we will provide a clear

explanation of these most sensitive cases.

Next, we calculate the TNS and WNS sensitivities of source pin in the most sensitive case. The

WNS and TNS sensitivities of the Q pin of an FF can be derived similarly.

Theorem 3.7. Consider a net 𝑛 with source 𝑖 , the TNS sensitivity of source 𝑖 under its maximum
impact on TNS is:

𝑆TNS (𝑖) =
ΔTNS
Δ𝐿𝑛

=
∑︁

𝑢∈Sink(n)
𝑆TNS (𝑢), (11)

where 𝐿𝑛 is the wirelength of net 𝑛, Δ𝑇𝑁𝑆 and Δ𝐿𝑛 are the variations of TNS and 𝐿𝑛 .

Proof. (See Fig. 3(a)) Assume that all other pins’ positions are fixed. Moving source 𝑖 only affects

the wirelength of net 𝑛. Also, changing the position of source 𝑖 can be equivalently viewed as

the distance change from the source 𝑖 to every sink 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛), which affects the AATs of these

sinks, and each sink influences multiple timing critical endpoints, which subsequently affects TNS.

Therefore, in the most sensitive case, the effect on TNS by moving source 𝑖 of net 𝑛 is equivalent to

summing the effects on TNS by moving all sinks 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛) of the net 𝑛. The detailed proof is

provided in Appendix E. □

Theorem 3.8. Consider a net 𝑛 with source 𝑖 , the WNS sensitivity of source 𝑖 under its maximum
impact on WNS is:

𝑆WNS (𝑖) =
∑︁

𝑢∈Sink(n)
𝑆WNS (𝑢).
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(a) (b)

Fig. 4. (a) A simple example to show the impact of moving combinational cell on TNS and WNS. Blue dotted
line indicates non-critical net, while red dotted line indicates critical net. (b) A simple example to show the
impact of FF movement on TNS and WNS.

Proof. (See Fig. 3(a)) By the proof of Theorem 3.7, relocating source 𝑖 of net 𝑛 is equivalent to

moving all sinks 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛) of the net 𝑛. Based on Theorem 3.6, each sink might affect the WNS.

Thus, in the most sensitive case, the effect of moving source 𝑖 of net 𝑛 on WNS is equivalent to

summing the effects on WNS by moving all sinks 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛) of the net 𝑛. The detailed proof is

provided in Appendix F. □

3.3.2 Computation of Combinational Cell’s and FF’s Timing Sensitivity. Subsection 3.3.1

has obtained the TNS and WNS sensitivities for input and output pins of a combinational cell.

Subsequently, based on the timing sensitivities of these pins, we can derive the combinational cell’s

TNS and WNS sensitivities in the following theorems.

Theorem 3.9. The TNS sensitivity of a combinational cell (c-cell) under its maximum impact on
TNS is:

𝑆TNS (c-cell) =
∑︁

𝑢∈ input pins

𝑆TNS (𝑢) + 𝑆TNS (𝑜𝑢𝑡𝑝𝑖𝑛).

Proof. See Appendix G. □

Theorem 3.9 implies that, the TNS sensitivity of a combinational cell is determined by the TNS

sensitivity of all its pins. Similarly, it is straightforward to get theWNS sensitivity of a combinational

cell in the following Theorem 3.10.

Theorem 3.10. The WNS sensitivity of a combinational cell (c-cell) under its maximum impact on
WNS is:

𝑆WNS (c-cell) =
∑︁

𝑢∈ input pins

𝑆WNS (𝑢) + 𝑆WNS (𝑜𝑢𝑡𝑝𝑖𝑛).

Proof. See Appendix H. □

Theorem 3.9 and Theorem 3.10 indicate that, a combinational cell with a larger number of

timing-sensitive pins and higher timing sensitivity values of these pins will lead to a higher timing

sensitivity value of the combinational cell. Moreover, Theorem 3.9 and Theorem 3.10 show that, the

timing sensitivity of a combinational cell can be directly computed from the timing sensitivities

of its pins, since a position change of the cell is effectively equivalent to simultaneous position

changes of all its pins.

Since we have derived the timing sensitivities of the D pin and Q pin of an FF in Subsection 3.3.1,

it is evident that we can directly determine the TNS and WNS sensitivities of the FF as well, similar

to the process for combinational cell. From Fig. 4(b), similar to the proofs of Theorems 3.9 and 3.10,

we can derive the WNS and TNS sensitivities of FF as follows:
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Theorem 3.11. The TNS sensitivity of a flip-flop under its maximum impact on TNS is:

𝑆TNS (𝐹𝐹 ) = 𝑆TNS (𝐷 𝑝𝑖𝑛) + 𝑆TNS (𝑄 𝑝𝑖𝑛).

Theorem 3.12. The WNS sensitivity of a flip-flop under its maximum impact on WNS is:

𝑆WNS (𝐹𝐹 ) = 𝑆WNS (𝐷 𝑝𝑖𝑛) + 𝑆WNS (𝑄 𝑝𝑖𝑛).

Theorems 3.11 and 3.12 show that, the TNS (WNS) sensitivity of an FF is the summation of the

TNS (WNS) sensitivities of its D pin and Q pin, reflecting the extent to which the position change

of the FF influences TNS (WNS). Here, we do not consider the clock (clk) pin sensitivity for two

main reasons. First, including the clk pin sensitivity would classify too many FFs as sensitive, as all

FFs driven by the same Local Clock Buffer (LCB) would be marked as sensitive if one FF is critical.

Second, our focus is on optimizing the positions of FFs within the logic path, and the clk pin’s

sensitivity is irrelevant to this aim.

Fig. 5. A simple example for illustrating the impact of net length change on TNS and WNS.

3.3.3 Computation of Net’s Timing Sensitivity. Subsection 3.3.2 has derived the TNS and

WNS sensitivities of cells (including combinational cells and FFs). Next, we derive the net’s TNS

and WNS sensitivities based on cell’s timing sensitivity.

Theorem 3.13. The TNS sensitivity of a net under its maximum impact on TNS is:

𝑆TNS (𝑛𝑒𝑡) =
∑︁

receiver u

𝑆TNS (𝑢) + 𝑆TNS (𝑑𝑟𝑖𝑣𝑒𝑟 ).

Proof. See Appendix I. □

Theorem 3.14. The WNS sensitivity of a net under its maximum impact on WNS is:

𝑆WNS (𝑛𝑒𝑡) =
∑︁

receiver u

𝑆WNS (𝑢) + 𝑆WNS (𝑑𝑟𝑖𝑣𝑒𝑟 ).

Proof. See Appendix J. □

Theorems 3.13 and 3.14 show that we can directly compute the timing sensitivity of a net from

the timing sensitivity of cells. Moreover, Theorems 3.13 and 3.14 indicate that, a net with a larger

number of timing-sensitive cells and higher timing sensitivity values of these cells will lead to a

higher timing sensitivity value of the net.

Wirelength change of a net is essentially caused by the movement of cells on the net, hence the

wirelength change of one net must cause the wirelength of its neighboring net to change as well.

However, the net timing sensitivity proposed in [21] and [24] is derived under the assumption that

the wirelengths of other nets remain unchanged, which is inaccurate. While, Theorems 3.13 and

3.14 show that we can directly compute the timing sensitivity of a net from the timing sensitivity

of cells, which allows us to take into account the wirelength changes of other nets as well when

deriving a net’s timing sensitivity.
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3.3.4 Total Timing Sensitivity Metric. We have derived the TNS and WNS sensitivities for pins,

combinational cells, FFs, and nets. Next, we introduce a total timing sensitivity metric to estimate

the overall impact of physical objects (pins, combinational cells, FFs, and nets) on timing, defined

as follows:

𝑆total (𝑋 ) = 𝛾 |𝑆TNS (𝑋 ) | + (1 − 𝛾) |𝑆WNS (𝑋 ) | , (12)

where 𝑆TNS (𝑋 ) is the TNS sensitivity of a physical object 𝑋 , which can be a pin, combinational

cell, FF, or net. Similarly, 𝑆WNS (𝑋 ) is the WNS sensitivity of a physical object 𝑋 . The coefficient

𝛾 ∈ [0, 1] is a hyperparameter that we set to 0.5.

According to Theorems 3.5 and 3.6, it can be seen that the TNS and WNS sensitivity values of

an object are negative when timing is sensitive to the wirelength change induced by the object

movement, and zero when it is not. Therefore, to make this more intuitive, we use their absolute

values to calculate the total timing sensitivity.

4 APPLICATION TO TIMING-DRIVEN DETAILED PLACEMENT
In this section, we apply the timing sensitivity metric derived in Section 3.3 to timing-driven

detailed placement. We first present the timing-driven detailed placement flow enhanced with our

proposed timing sensitivity framework, and then present specific algorithms for each technique in

the flow.

4.1 Flow of Timing-Sensitivity Enhanced Timing-Driven Detailed Placement

Quadratic Placement

Smooth Critical Path

Clustered Movement

Localized Adjustment
Update Cell Position

 Timing
 Improvement？

Cell Balancing

FF Movement

Localized Adjustment

No Timing
 Improvement？

Yes

 Timing
 Improvement？

Cell Balancing

Load Optimization

FF Movement

Initial Placement

Optimized Placement

Yes

Yes

No

No

Timing Sensitivity Analysis Framework 

Combinational Cell Pin Net FF

Buffer Balancing

Fig. 6. Flow of timing-sensitivity enhanced timing-driven detailed placement.

Fig. 6 provides an overview of the timing-sensitivity enhanced timing-driven detailed placement

flow. The flow is based on and aligns with Rsyn [6, 7], while incorporating significant enhancements.

Specifically, we refine the techniques of smoothing critical paths, cell balancing, and load optimiza-

tion in Rsyn by leveraging our proposed timing sensitivity analysis. In addition, we incorporate

our developed FF movement strategy into the flow based on the timing sensitivity. Each technique

with applied timing sensitivity analysis is distinctly highlighted in color for clarity in the figure.
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In Fig. 6, initially we take the current placement as input and apply the quadratic technique

improved from [7] to smooth timing-critical path, until no further timing improvement is observed.

Meanwhile, cell balancing and FF movement are performed once when timing is improved via

the quadratic placement technique. Then, we execute clustered movement until no additional

timing improvements are observed. Finally, we iteratively and alternately apply the movement

techniques for combinational cells (cell balancing, buffer balancing, and load optimization) and FFs

until no further timing enhancements are observed, culminating in an optimized placement. These

techniques are detailed in the following subsections.

4.2 Timing-Sensitivity Enhanced Combinational Cell and FF Movements
The combinational cell movement techniques proposed in Rsyn [6, 7] have yielded excellent results

for timing-driven detailed placement. However, as demonstrated in Subsection 3.1, relying solely

on criticality cannot accurately identify the cells that truly affect the timing result. Moreover,

Rsyn ignores the movement of FFs when optimizing late timing violations. In this subsection, we

explain how we specifically apply the timing sensitivity analysis framework in Section 3 to enhance

combinational cell movement and move FFs for timing optimization. Details of the techniques are

explained below.

Quadratic Placement: Rsyn [7] used the driver’s criticality as a metric for net weight and

applied quadratic placement to reduce the critical path’s net length. However, this weighting

may yield suboptimal result as it ignores the effect of net length on timing. To improve this, we

calculate the total timing sensitivity 𝑆total (net) for each net and normalize it to replace the criticality

parameter in the original weighting formula. The new weight for the net is:

𝑤 (𝑛𝑒𝑡) = 𝛼𝑅driver (1 + 𝑆total (net)/𝑆max)
𝑘 − 1

, (13)

where 𝛼 is a constant set to 5, 𝑅driver is the resistance of the driver in the net, 𝑆max is the maximum

total timing sensitivity value among all nets, 𝑘 is the number of pins in the net. Assigning higher

weights to more sensitive nets would enhance more the timing result due to the wirelength change.

The process of the improved quadratic placement is given in Algorithm 1.

Algorithm 1 Quadratic Placement

1: Perform static timing analysis;

2: Identify critical paths;

3: Calculate normalized total timing sensitivity for all nets;

4: for each net in netlist do
5: Net weighting by Eq. (13);

6: Perform critical path smoothing with quadratic placement;

Clustered Movement: In Rsyn [6], clustered movement is used for moving combinational

cells locally to optimize timing, and avoid suboptimal solution to some extent. The specific cluster

formation and clustered movement direction and distance are defined in detail in Rsyn [6]. We

directly adopt this technique with additionally including FFs in the generation and movement of

clusters. Since the cell movement in the clustered movement technique is usually relatively small,

this technique is also effective in handling combinational cells and FFs with only tiny slack values.

The process of the improved clustered movement is given in Algorithm 2.

Cell Balancing: In Rsyn [6], the cell balancing technique effectively improves timing by moving

critical combinational cells locally. Specifically, each combinational cell in a timing path has a driver

cell and a load cell. The cell balancing technique finds a target location that minimizes the local
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Algorithm 2 Clustered Movement

1: Forming clusters of multiple cells;

2: while timing improved do
3: Determine moving direction and distance for each cluster;

4: Move combinational cells and FFs in a cluster to target locations;

delay, and then moves the combinational cell to that location. Additionally, Rsyn considers the

case that a combinational cell has multiple driver and load cells. This technique is applied to all

combinational cells with criticality greater than 0.

However, our sensitivity analysis shows that this technique does not accurately identify the

cells that need to be moved. To address this issue, we calculate the total timing sensitivities of all

combinational cells and apply the cell balancing technique to those with total timing sensitivities

greater than 0, and in the order of descending total timing sensitivity. The process of the improved

cell balancing is shown in Algorithm 3.

Algorithm 3 Cell Balancing

1: Compute total timing sensitivity for all combinational cells by Eq. (12);

2: Select combinational cells with sensitivity greater than 0;

3: Sort the selected combinational cells in descending order based on their total timing sensitivities;

4: for each cell in the sorted list do
5: Perform cell balancing;

Load Optimization: In Rsyn [6], the load optimization technique improves timing by reducing

the load capacitance of critical nets. Specifically, it relocates combinational cells with non-critical

pins (i.e., pins with slack > 0) within the critical net to positions near the driver cell of the net.

We have already stated the necessity of moving cells and pins determined by their sensitivities.

Considering that the timing information of the pins is used several times in this technique, we

apply the total timing sensitivity of the pins in this technique as shown in Algorithm 4.

Algorithm 4 Load Optimization

1: for each net in netlist do
2: Compute total timing sensitivity for the source of net by Eq. (12);

3: if the source’s total timing sensitivity > 0 then
4: for each sink in the net do
5: Compute total timing sensitivity for the sink;

6: if total timing sensitivity of the sink > 0 and slack of the sink > 0 then
7: Move non-critical receivers associated with the sink close to the driver’s position;

FF Movement: Rsyn [6] ignores the movement of FFs when optimizing late timing violations,

we propose an FF movement technique and incorporate it into Rsyn’s flow. Similar to the cell

balancing technique, our FF movement technique identifies FFs with the total timing sensitivity

greater than 0 and prioritizes them in descending order. This method effectively identifies the FFs

that truly impact timing result and addresses the limitation of traditional method [22], which only

target timing-critical FFs. We will give the details of this specific method for moving FFs in the

next section. The process of FF movement is given in Algorithm 5.
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Algorithm 5 FF Movement

1: Compute total timing sensitivity for all FFs by Eq. (12);

2: Select FFs with total timing sensitivity greater than 0;

3: Sort the selected FFs in descending order based on their total timing sensitivity;

4: for each FF in the sorted list do
5: Perform FF Movement;

(a) (b)

Fig. 7. (a) Combinational cell movement with fixed FFs’ locations. (b) Combinational cell movement when
FFs’ positions are changed.

It is worth noting that, the detailed placement results must satisfy the condition that there

is no overlap between cells. Therefore, Rsyn integrates the Jezz [23] legalizer. Jezz employs a

nearest-available-space legalization technique, which ensures placement legality by searching for

the closest vacant position to the target location of a cell movement each time a cell is relocated. In

our detailed placement algorithm, we also use the exact same legalization as Rysn.

5 FF MOVEMENT BASED ON TIMING SENSITIVITY
In this section, we outline the benefit of moving FFs for timing optimization, followed by presenting

our FF-moving scheme based on the timing sensitivity analysis framework.

5.1 Benefit of Moving FFs
In timing-driven detailed placement, traditional FF movement strategies [11, 14] are primarily

employed to address early timing violations. For late timing violations, many approaches [6, 12]

heuristically move combinational cells while keeping FFs’ positions unchanged. However, an

effective FF movement strategy can directly enhance timing performance, since FFs are starting

points and endpoints of timing paths. Moreover, adjusting the position of an FF can optimize the

moving range of the combinational cells along the timing path, thereby increasing the possibility

of further timing optimization. This case is demonstrated as in Fig. 7.

As shown in Fig. 7, we denote the slack values at the pins as 𝑆 . Fig. 7(a) indicates that, when the

FFs’ positions are fixed, the combinational cells on the timing path can only be moved within a fixed

range. In Fig. 7(b), when the FFs’ positions are adjusted, the slack values on the FFs’ pins change,

directly improving the timing result. At the same time, the moving range of the combinational cells

is also improved, allowing for shorter wirelength between the cells on the critical path, thereby

optimizing the timing.

5.2 FF Movement
As demonstrated in Section 3, moving FFs that are not timing-critical may still improve the timing

result. Moreover, we have demonstrated in Subsection 3.3.4 that, if the total timing sensitivity of an

FF is greater than 0, a position change will inevitably affect the timing result. Hence by leveraging
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FF’s timing sensitivity, we can effectively identify the FFs that are guaranteed to have an impact on

overall timing.

We focus on finding the optimal positions for the FFs along the logic path, as discussed after

Theorem 3.12. Firstly, depending on whether the total timing sensitivity values of the D and Q pins

are positive, we classify all FFs into four cases:

Case 1). 𝑆total (𝐷) > 0, 𝑆total (𝑄) > 0;

Case 2). 𝑆total (𝐷) > 0, 𝑆total (𝑄) = 0;

Case 3). 𝑆total (𝐷) = 0, 𝑆total (𝑄) > 0;

Case 4). 𝑆total (𝐷) = 0, 𝑆total (𝑄) = 0.

Next, depending on the cases of FFs, we develop different FF movement strategies. For Case 1),

as shown in Fig. 8, 𝑆total (𝐷) > 0 indicates that the position change of the D pin will impact the

timing result, meaning there exists a timing violation in the input net 𝑛1 of the FF (i.e., net 𝑛1 is a

critical net). Similarly, since 𝑆total (𝑄) > 0, there exists a timing violation in the output net 𝑛2 of the

FF (i.e., net 𝑛2 is also a critical net). Then, we search for the driver cell in the input net 𝑛1 and the

most timing-critical load cell (colored in red) in the output net 𝑛2.

Fig. 8. An example of FF with total timing sensitivity values of both the D pin and the Q pin greater than zero.
The red dotted line indicates the critical net. The red cell indicates the most timing-critical load cell of net 𝑛2.

Since this FF has timing violations at both its input and output sides, we use the same idea as the

buffer balancing technique in Rsyn to compute the local delay it affects, and determine the optimal

position for such FF by minimizing this local delay. Similar to Eq. (7), we obtain the local delay

affected by FF as:

𝐷 = 𝑅0 (𝐶𝐷 + 𝑑0𝑐) + 𝑑0𝑟 (𝐶𝐷 + 𝑑0𝑐

2

) + 𝑝0 + 𝑅1 (𝐶3 + 𝑑1𝑐) + 𝑑1𝑟 (𝐶3 +
𝑑1𝑐

2

) + 𝑝 𝑓 , (14)

where 𝑅0 is the resistance of the FF’s driver,𝐶𝐷 is the D pin’s load capacitance, 𝑑0 is the wirelength

from the driver to the FF, 𝑟 is the wire resistance per unit wirelength, 𝑐 is the wire capacitance per

unit wirelength, 𝑅1 is the FF’s resistance, 𝑑1 is the wirelength from the FF to its most timing-critical

load cell, 𝐶3 is the load capacitance at the input sink pin 𝑢3. 𝑝0 and 𝑝 𝑓 are parasitic delays of the

driver and FF, respectively.

Let 𝑑 = 𝑑0 + 𝑎 + 𝑑1, where 𝑎 is the distance between FF’s D pin and Q pin. The minimum 𝐷 can

be determined by setting
𝜕𝐷
𝜕𝑑0

= 0, which leads to

𝑑0 =
𝑐 (𝑅1 − 𝑅0) + 𝑟 [𝐶3 −𝐶𝐷 + 𝑐 (𝑑 − 𝑎)]

2𝑟𝑐
. (15)

Eq. (15) gives the optimal distance between the FF and its driver cell. Then, similar to the buffer

balancing in Rsyn [6], we place the FF on the interconnect path between its driver cell and the

ACM Trans. Des. Autom. Electron. Syst., Vol. 1, No. 1, Article . Publication date: February 2026.



18 Qiang Yang, Jiahui Li, Hongxi Wu, Xingquan Li, Bei Yu, and Wenxing Zhu

(a) (b)

Fig. 9. (a) A simple example on how to move the FF with only the D pin’s total timing sensitivity value greater
than 0. The red dotted line indicates critical net. (b) A simple example on how to move the FF with only the Q
pin’s total timing sensitivity value greater than 0. The red cell indicates the most timing-critical load cell in
the net 𝑛2.

most timing-critical load cell. Specifically, the position of the FF can be set as follows:

𝑃𝐹𝐹 = 𝑃𝑑 +
𝑑0

𝑑
· (𝑃𝑠 − 𝑃𝑑 ), (16)

where 𝑃𝐹𝐹 is the new FF position, 𝑃𝑑 is the driver cell’s position and 𝑃𝑠 is the most timing-critical

load cell’s position.

Note that FFs may not always be placed at their calculated optimal locations due to possible

overlaps. Our FF movement technique integrates with the legalization process from Rsyn [6].

Specifically, if an overlap occurs after moving an FF to its optimal location, the FF will be placed at

the available empty position closest to the optimal location. By combining these two approaches,

we can effectively identify the optimal locations for such FFs while ensuring placement legality.

For an FF in Case 2) or Case 3), the FF only has a positive total timing sensitivity value at either

the D pin or the Q pin, which means that only the FF’s input net or output net is critical. We adopt

a more intuitive movement approach. For Case 2), timing violation exists only in the input net

of the FF, we move the FF to the available empty position closest to the driver cell in the net 𝑛1
associated with the D pin, as shown in Fig. 9(a). This adjustment reduces the wirelength of the net

𝑛1, thereby optimizing the timing violation in the input net. Similarly, for Case 3), we optimize

timing by moving the FF to the available empty position closest to the most timing-critical load cell

of the net associated with the Q pin, as in Fig. 9(b).

For Case 4), Theorems 3.11 and 3.12 confirm that these FFs have a total timing sensitivity value

of 0, which does not impact timing optimization. Therefore, the locations of such FFs will not be

updated.

Note that, the above moving methods may cause over-movement of an FF, if the absolute slacks

of the D pin or Q pin in the FF are too small. For example, when the slack of an FF’s D pin is -1 and

the slack of the Q pin is +1, after moving, the slack of the D pin becomes +2, but the slack of the Q

pin becomes -2. However, this case is rare in our approach, since such FFs have been optimized by

our clustered movement technique.

6 EXPERIMENTAL RESULTS
In this section, we conduct experiments to validate the effectiveness of the timing-driven detailed

placement flow (Fig. 6) enhanced with our proposed timing sensitivity framework as well as the

novel FF movement scheme.

6.1 Experimental Setup
We implement our timing-driven detailed placement flow based on the open-source framework Rsyn

[6, 7] in single-thread mode. Rsyn has state-of-the-art timing-driven detailed placement techniques,
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and provides all the necessary functionality, as well as the required incremental timing analysis

and legalization tool. The ICCAD 2015 Contest benchmarks [13] are used for a comprehensive

evaluation and comparison. The statistics of these benchmarks are presented in Table 1.

Table 1. Statistics of ICCAD 2015 contest benchmarks [13].

Benchmark #Cells #Nets #Pins #Rows

superblue1 1209716 1215710 3767494 1829

superblue3 1213253 1224979 3905321 1840

superblue4 795645 802513 2497940 1840

superblue5 1086888 1100825 3246878 2528

superblue7 1931639 1933945 6372094 3163

superblue10 1876103 1898119 5560506 3437

superblue16 981559 999902 3013268 1788

superblue18 768068 771542 2559143 1788

The ICCAD 2015 contest provides maximum cell displacement constraints for its initial solution.

However, in this work, we also need to conduct experiments without displacement constraints.

Therefore, in all of the following experiments, we refer to Rsyn with displacement constraints

as Rsyn [6, 7], Rsyn without displacement constraints as Rsyn
†
, our method with displacement

constraints as Ours, and our method without displacement constraints as Ours
†
.
1

All experiments are performed on a 64-bit Linux machine with an Intel Core CPU at 2.4 GHz and

64 GB RAM. We report the experimental results for TNS, WNS, Steiner tree wirelength (StWL), and

runtime (RT). All results reported are tested using the evaluation script provided by the competition

organizers, which uses UI-Timer for the STA.

6.2 Effectiveness of Our Timing-Driven Detailed Placer
To evaluate the effectiveness of our timing-driven detailed placement, we conduct experiments on

two sets of benchmarks: the ICCAD 2015 contest benchmarks, and the global placement results after

performing timing-driven global placement and legalization with DREAMPlace 4.0 [17] (denoted by

“DREAMPlace 4.0_GP”). DREAMPlace 4.0_GP [17] is an open-source tool of timing-driven global

placement that can be applied on the ICCAD 2015 Contest benchmarks [13].

6.2.1 Evaluation on ICCAD 2015 Benchmarks. On the ICCAD 2015 contest benchmarks, we compare

our method with several state-of-the-art timing-driven detailed placement approaches. Specifically,

we evaluate the performance of our algorithm against the initial placement of the ICCAD 2015

Contest benchmarks, the 1st place solution from the ICCAD 2015 Contest [13], TCFF [22], Rsyn

[6, 7]. Note that we present the results of 1st place, TCFF [22] and Rsyn [6, 7] under the long-

displacement constraints of the ICCAD 2015 Contest [13], as they achieved the best performance

in this way.

Table 2 gives the results of TNS, WNS, StWL, and RT. The results of TCFF are directly cited from

[22] in which StWL is not reported. Compared to initial placement, 1st place, TCFF, and Rsyn, our

proposed algorithm achieves significant improvements in both the TNS and WNS. Specifically, the

TNS improvements are 109.5%, 34.8%, 21.0% and 8.8%, respectively, while the WNS improvements

are 27.2%, 15.3%, 11.8% and 1.8%, respectively. At the same time, the StWL results remain comparable,

and the runtime performance is also satisfactory.

1
The symbol

†
indicates that the method does not apply cell displacement constraints, while the absence of the symbol

indicates that long displacement constraints in the ICCAD 2015 Contest are applied.
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Table 2. Comparison of WNS (103ps), TNS (105ps), StWL (107𝜇m) and RT (seconds) among initial placement
provided by ICCAD 2015 contest, 1st Place, TCFF [22], Rsyn [6, 7] and Ours. The best WNS and TNS results
are bold-faced.

Initial Placement 1st Place TCFF [22] Rsyn [6, 7] OursBenchmark
WNS TNS StWL WNS TNS StWL RT WNS TNS RT WNS TNS StWL RT WNS TNS StWL RT

superblue1 -4.98 -4.6 9.59 -4.57 -3.51 9.61 1917.6 -4.42 -3.24 2580 -4.246 -3.307 9.92 111.31 -4.157 -3.115 9.858 184.63

superblue3 -10.15 -15.03 11.43 -8.71 -11.6 11.46 1600.8 -8.27 -8.82 2940 -6.782 -7.902 11.6 111.27 -6.579 -7.431 11.58 120.45

superblue4 -6.22 -34.77 7.15 -5.76 -24.65 7.16 1117.2 -5.6 -23.1 3900 -4.602 -22.93 7.55 81.84 -4.445 -19.84 7.621 230.57

superblue5 -25.7 -69.65 10.75 -24.29 -58.42 10.78 1519.8 -24.7 -63.28 1200 -21.06 -54.38 11.02 57.90 -20.6 -52.23 11.01 158.54

superblue7 -15.22 -18.57 14.01 -15.22 -15.11 14.03 3186.6 -15.22 -14.54 2460 -15.22 -11.65 14.24 179.56 -15.22 -11.18 14.19 182.79

superblue10 -16.49 -331.5 20.53 -16.08 -315.2 20.55 2245.8 -16.13 -294.5 5280 -15.55 -278.6 21.07 303.13 -15.41 -273.5 21.22 577.29

superblue16 -4.58 -7.76 9.33 -3.85 -2.66 9.37 1345.2 -3.35 -2.1 2460 -3.161 -1.735 9.55 102.02 -3.118 -1.408 9.538 108.15

superblue18 -4.55 -10.35 5.77 -3.82 -7.76 5.78 951.6 -3.8 -7.01 1920 -3.684 -6.305 5.9 77.94 -3.645 -5.783 5.879 85.14

Avg. Ratio 1.272 2.095 0.974 1.153 1.348 0.976 10.38 1.118 1.210 16.35 1.018 1.088 1.000 0.702 1.000 1.000 1.000 1.000

Note: Rsyn [6, 7] indicates that these two works together constitute the Rsyn.

Table 3. Comparison of WNS (103ps), TNS (105ps), StWL (107𝜇m) and RT (seconds) among DREAMPlace
4.0_DP† [17], Rsyn [6, 7], Rsyn† and our timing-driven detailed placer on the global placement results of
DREAMPlace 4.0_GP [17]. The best WNS and TNS results are bold-faced.

DREAMPlace 4.0_GP [17] +
DREAMPlace 4.0_DP†

DREAMPlace 4.0_GP [17]
+ Rsyn [6, 7]

DREAMPlace 4.0_GP [17]
+ Rsyn†

DREAMPlace 4.0_GP [17]
+ Ours†Benchmark

WNS TNS StWL RT
∗

WNS TNS StWL RT
∗

WNS TNS StWL RT
∗

WNS TNS StWL RT
∗

superblue1 -13.06 -67.04 9.12 1245.4 -10.88 -19.70 9.931 109.3 -5.628 -6.206 10.08 212.3 -5.507 -5.375 8.989 198.17

superblue3 -16.26 -52.28 10.00 914.0 -12.79 -22.5 10.89 280.6 -6.148 -8.086 10.57 155.26 -5.872 -6.093 9.838 113.49

superblue4 -11.06 -136.17 6.89 1429.8 -8.404 -63.78 7.701 108.9 -4.31 -32.20 7.683 129.01 -4.50 -29.75 7.015 157.17

superblue5 -23.70 -94.00 11.11 1147.5 -22.08 -99.62 10.79 131.3 -15.14 -34.98 11.86 191.2 -14.77 -28.24 11.16 157.07

superblue7 -15.22 -58.37 12.64 1576.2 -15.22 -22.28 12.82 223.7 -15.22 -15.9 13.1 248.8 -15.22 -11.7 12.36 196.24

superblue10 -25.38 -705.80 26.15 3196.6 -21.46 -481.1 26.65 290.7 -16.58 -332.9 26.59 402.5 -16.28 -325.3 25.74 562.9

superblue16 -11.28 -118.70 9.49 1419.5 -6.882 -13.42 10.32 159.6 -5.676 -5.261 9.861 80.1 -2.824 -2.537 9.681 148.25

superblue18 -11.69 -43.49 5.21 800.2 -7.324 -20.24 5.551 83.6 -3.839 -6.927 5.281 62.87 -3.627 -6.541 5.138 78.83

Avg. Ratio 2.372 11.20 1.005 8.022 1.786 3.101 1.061 1.430 1.142 1.290 1.061 0.975 1.000 1.000 1.000 1.000

∗
Runtime of DREAMPlace 4.0_GP [17] is not included in the metric RT.

6.2.2 Evaluation on the Global Placement Results of DREAMPlace 4.0. The timing-driven global

placement solutions provided by DREAMPlace 4.0 [17] do not require displacement constraints.

We therefore verify the effectiveness of our detailed placement method without displacement con-

straints on these solutions. Specifically, on the global placement results of DREAMPlace 4.0_GP [17],

we separately perform: 1) our timing-driven detailed placement which is without cell displacement

constraints (denoted as “DREAMPlace 4.0_GP + Ours
†
”), 2) Rsyn [6, 7] without cell displacement

constraints (denoted as “DREAMPlace 4.0_GP + Rsyn
†
”), and 3) Rsyn with cell displacement con-

straints (denoted as “DREAMPlace 4.0_GP + Rsyn [6, 7]”). Timing-driven detailed placement is

also available in DREAMPlace 4.0 (denoted by “DREAMPlace 4.0_DP
†
”). Table 3 lists the results of

DREAMPlace 4.0_GP + DREAMPlace 4.0_DP
†
, DREAMPlace 4.0_GP + Rsyn, DREAMPlace 4.0_GP

+ Rsyn
†
and DREAMPlace 4.0_GP + Ours

†
.

The results in Table 3 show that, compared to DREAMPlace 4.0_GP + DREAMPlace 4.0_DP
†

[17] and DREAMPlace 4.0_GP [17] + Rsyn [6, 7], on average our timing results are much better

meanwhile the StWL results are comparable or shorter. Moreover, compared to DREAMPlace

4.0_GP + Rsyn
†
, on average our approach achieves improvements of TNS by 29.3%, WNS by 14.3%,

and StWL by 6.1%.

6.2.3 Runtime Comparison and Analysis. As shown in Tables 2 and 3, our runtime is comparable

to that of Rsyn on the benchmarks. This can be attributed to two key reasons. On the one hand, the

sensitivity update for combinational cells incurs a runtime cost due to their large quantity. However,

since the sensitivity values of these cells are slightly affected by local movements, we update
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their sensitivities only during the first iteration, where combinational cell movement alternates

with FF movement. This approach significantly reduces runtime while preserving excellent timing

performance.

On the other hand, since the number of FFs is relatively small, we update FFs’ sensitivities at each

iteration. It is worth noting that this approach does not increase the runtime. In fact, the alternating

movement of FFs and combinational cells enables the cells to reach their optimal positions much

faster, significantly reducing the total number of iterations and thus decreasing the overall runtime.

This result can be further demonstrated in the ablation experiments of Subsection 6.4.

Meanwhile, we also analyze the proportion of runtime contributed by each stage. Using Bench-

mark 1 from Table 2, we measure the runtime fraction for each stage and present the corresponding

pie chart. Fig. 10 shows the breakdown of total runtime for the main stages of our method, where

“input” denotes the stage of inputting benchmark information. It can be seen that quadratic place-

ment, cell balancing, and load optimization dominate the runtime, contributing 30%, 26%, and 19%,

respectively. In contrast, flip-flop movement, clustered movement, and buffer balancing consume

relatively little time, accounting for only 4%, 2%, and 1%, respectively.

Fig. 10. Breakdown of runtime for each stage of our method on Benchmark 1.

6.2.4 Cells That Are Timing-Sensitive But Not Timing-Critical. It is claimed in Subsection 3.1 that,

the metric of timing sensitivity can be used to identify cells that are timing-sensitive in addition to

being timing-critical, thereby overcoming the limitation of traditional methods (e.g., Rsyn [6, 7])

that focus only on timing-critical cells. To investigate whether timing-sensitive yet non-critical

cells account for a significant proportion among all timing-sensitive cells, we evaluate the metric

on the initial placements of the ICCAD 2015 contest benchmarks. Specifically, for each placement

we calculate the number of cells with total timing sensitivity greater than 0 (denoted by “Sens.”), the

number of cells with timing-criticality greater than 0 (denoted by “Crit.”), and the number of cells

with timing-criticality equal to 0 but total timing sensitivity greater than 0 (denoted by “SensOnly”).

Additionally, we calculate the ratio of the number of timing-sensitive but not timing-critical cells to

all timing-sensitive cells (denoted by “SensOnly/Sens.”). The results are given in Table 4. From the

table, it can be seen that among all the timing-sensitive cells, the timing non-critical cells account

for a significant portion.
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Table 4. The Number of timing-sensitive and the number of timing-critical cells in ICCAD 2015 contest
benchmarks [13].

Benchmark Sens. Crit. SensOnly SensOnly/Sens.

superblue1 66468 37393 29115 43.8%

superblue3 25437 16075 9940 39.1%

superblue4 129372 86686 42754 33.0%

superblue5 58975 39873 19171 32.5%

superblue7 31821 20921 10974 34.5%

superblue10 258752 200329 58467 22.6%

superblue16 37370 25170 12233 32.7%

superblue18 21081 12607 8510 40.4%

Avg. 78659 54882 23896 34.8%

6.3 Discussion of cell displacement constraints
It is worth noting that the purpose of setting maximum displacement constraints for cells in the

ICCAD 2015 Contest is to prevent detailed placement from causing significant disruption to the

structure of the global placement solution, thereby preserving the optimization metrics of the global

placement. However, while displacement constraints are generally enforced, there are specific

scenarios where tools or designers may selectively relax this constraint [1, 25]. For example, during

critical path optimization, if a critical path exhibits severe timing violations that cannot be resolved

through minor local adjustments, allowing certain key cells along the path to move more freely

may be the preferred strategy. Consequently, we believe that appropriately relaxing displacement

constraints while minimizing disruption to the placement solution represents a more effective

approach.

Accordingly, using the initial solution provided by the ICCAD 2015 Contest, we conduct two

comparative experiments to evaluate our method. The first applies our detailed placement algorithm

with at most 0.1% of cells exceeding displacement constraints, in order to validate its optimization

efficacy. The second applies the algorithm without any displacement constraints, to assess both the

improvements achieved and the extent of disruption introduced to the placement solution.

6.3.1 Evaluation on the ICCAD 2015 benchmarks with ≤0.1% of cells exceeding displacement con-
straints. Tomore effectivelymanage displacement constraints, we conduct the following experiment:

we evaluate the effectiveness of our method while ensuring that the number of cells exceeding

displacement constraints remains below 0.1% of the total cell count. This approach ensures that cell

movement does not significantly disrupt the structural integrity of the global placement solution,

while also appropriately mitigating overly restrictive aspects of the displacement constraints. Note

that the setting of this ratio is fully controllable.

In practical implementation, we adopt the following rules to control the ratio: 1. Reposition

cells with minor displacement constraint violation (≤ 1.1 ·𝐷𝑚𝑎𝑥 , where 𝐷𝑚𝑎𝑥 represents maximum

displacement) back within the permissible boundary; 2. Allow movement of cells with significant

displacement (> 1.1 ·𝐷𝑚𝑎𝑥 ). Once the total proportion of violating cells reaches 0.1%, all subsequent

movements must strictly adhere to the displacement constraints.

The experimental results are shown in Table 5, where we compare them to the best results

achievable using Rsyn. On average, our approach achieves improvements of 2.4% in WNS, 9.6% in

TNS, and 0.8% in StWL compared to Rsyn.

6.3.2 Evaluation on the ICCAD 2015 benchmarks without displacement constraints. Under the initial
solution provided by ICCAD 2015, we compare the results of our method without displacement
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Table 5. Comparison of WNS (103ps), TNS (105ps), StWL (107𝜇m) and RT (seconds) among initial placement
provided by ICCAD 2015 contest, Rsyn and Ours′. The best WNS and TNS results are bold-faced.

Initial Placement Rsyn Ours′Benchmark
WNS TNS StWL WNS TNS StWL RT WNS TNS StWL RT

superblue1 -4.98 -4.6 9.59 -4.246 -3.307 9.92 111.31 -3.126 -4.172 9.914 159.73

superblue3 -10.15 -15.03 11.43 -6.782 -7.902 11.6 111.27 -6.543 -7.295 11.61 123.03

superblue4 -6.22 -34.77 7.15 -4.602 -22.93 7.55 81.84 -4.394 -20.66 7.571 232.29

superblue5 -25.7 -69.65 10.75 -21.06 -54.38 11.02 57.90 -20.05 -50.33 10.31 178.8

superblue7 -15.22 -18.57 14.01 -15.22 -11.65 14.24 179.56 -15.22 -12.25 14.20 175.09

superblue10 -16.49 -331.5 20.53 -15.55 -278.6 21.07 303.13 -15.82 -274.5 21.22 555.72

superblue16 -4.58 -7.76 9.33 -3.161 -1.735 9.55 102.02 -3.038 -1.256 9.565 106.48

superblue18 -4.55 -10.35 5.77 -3.684 -6.305 5.9 77.94 -3.623 -5.804 5.885 88.95

Avg. Ratio 1.281 2.161 0.981 1.024 1.096 1.008 0.710 1.000 1.000 1.000 1.000

Note: Ours
′
denotes our method that controls the number of cells exceeding the displacement constraint within 0.1%.

Table 6. Comparison of WNS (103ps), TNS (105ps), StWL (107𝜇m) and RT (seconds) among initial placement
provided by ICCAD 2015 contest, Rsyn, Ours, Rsyn† and Ours†. The best WNS and TNS results are bold-faced.

Initial Placement Rsyn Ours Rsyn† Ours†Benchmark
WNS TNS StWL WNS TNS StWL RT WNS TNS StWL RT WNS TNS StWL RT WNS TNS StWL RT

superblue1 -4.98 -4.6 9.59 -4.246 -3.307 9.92 111.31 -4.157 -3.115 9.858 184.63 -4.279 -3.319 9.932 142.51 -4.167 -3.100 9.887 161.8

superblue3 -10.15 -15.03 11.43 -6.782 -7.902 11.6 111.27 -6.579 -7.431 11.58 120.45 -8.075 -8.859 11.61 135.43 -6.543 -7.295 11.61 117.38

superblue4 -6.22 -34.77 7.15 -4.602 -22.93 7.55 81.84 -4.445 -19.84 7.621 230.57 -4.955 -21.27 7.582 172.71 -4.303 -19.51 7.628 206.09

superblue5 -25.7 -69.65 10.75 -21.06 -54.38 11.02 57.90 -20.6 -52.23 11.01 158.54 -24.24 -64.40 10.94 162.12 -19.99 -49.44 10.54 137.97

superblue7 -15.22 -18.57 14.01 -15.22 -11.65 14.24 179.56 -15.22 -11.18 14.19 182.79 -15.22 -13.09 14.22 227.94 -15.22 -10.62 14.20 185.88

superblue10 -16.49 -331.5 20.53 -15.55 -278.6 21.07 303.13 -15.41 -273.5 21.22 577.29 -14.94 -280.8 21.09 333.36 -15.43 -269.5 21.31 508.53

superblue16 -4.58 -7.76 9.33 -3.161 -1.735 9.55 102.02 -3.118 -1.408 9.538 108.15 -2.983 -1.474 9.577 136.26 -2.981 -1.266 9.557 110.27

superblue18 -4.55 -10.35 5.77 -3.684 -6.305 5.9 77.94 -3.645 -5.783 5.879 85.14 -3.656 -6.442 5.908 101.76 -3.617 -5.703 5.884 77.89

Avg. Ratio 1.292 2.207 0.977 1.033 1.129 1.004 0.743 1.015 1.036 1.004 1.078 1.075 1.156 1.004 1.059 1.000 1.000 1.000 1.000

constraints against those of Rsyn. The results in Table 6 show that, compared to Rsyn
†
, on average

our approach achieves improvements ofWNS by 7.5%, TNS by 15.6%, and StWL by 6.1%. Additionally,

Table 6 also presents results for Rsyn [6, 7] and our method with/without displacement constraints

for comparison. It can be observed that our method achieves better results than Rsyn regardless of

displacement constraints. Although our method without displacement constraints yields slightly

inferior WNS on two benchmarks compared to the constrained version, it consistently achieves the

best composite timing performance. This is fundamentally because our definition of total timing

sensitivity as a weighted sum (Equation (12)) implies that the algorithm optimizes the composite

objective 𝛾 · TNS + (1 − 𝛾) ·WNS, rather than WNS exclusively.

To demonstrate that our timing-driven detailed placement without displacement constraints does

not compromise routability, we leverage Rudy [28], a widely adopted routing congestion evaluation

tool, to evaluate the routability of the initial placement, the detailed placement results after applying

Rsyn, and those by our method without displacement constraints. Rudy [28] efficiently evaluates

routing congestion by analyzing each net in the spatial dimension. The evaluation results of metrics

routing_overflow and pin_overflow are reported in Table 7. The results show that even without

displacement constraints, our method maintains a congestion level very close to that of Rsyn with

displacement constraints.

The reason is that, in our approach, although some cells exceed the maximum displacement,

the number of such cells is small. Many of the techniques in our approach, such as cell balancing,

buffer balancing, load optimization, and FF movement, implicitly limit a cell to move to the position
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Table 7. Comparison of routing overflow and pin overflow among initial placement provided by ICCAD 2015
contest, and the results by Rsyn [6, 7], Rsyn†, Ours and Ours†.

Initial Placement Rsyn [6, 7] Rsyn† Ours Ours†

Benchmark routing

_overflow

pin

_overflow

routing

_overflow

pin

_overflow

routing

_overflow

pin

_overflow

routing

_overflow

pin

_overflow

routing

_overflow

pin

_overflow

superblue1 4.03E-02 3.44E-07 4.69E-02 3.44E-07 4.69E-02 3.44E-07 4.80E-02 3.44E-07 4.60E-02 3.44E-07

superblue3 1.38E-02 2.29E-06 1.49E-02 1.12E-05 1.50E-02 1.20E-05 1.47E-02 9.28E-06 1.47E-02 7.22E-06

superblue4 2.84E-02 6.42E-03 4.27E-02 6.08E-03 4.19E-02 6.05E-03 4.39E-02 6.18E-03 4.46E-02 6.36E-03

superblue5 1.56E-02 1.22E-06 2.09E-02 1.17E-06 1.08E-02 1.17E-06 2.10E-02 1.24E-06 2.16E-02 1.24E-06

superblue7 1.62E-02 5.88E-04 1.62E-02 5.73E-04 1.61E-02 5.66E-04 1.62E-02 5.99E-04 1.62E-02 6.01E-04

superblue10 1.19E-01 4.05E-06 1.21E-01 3.87E-06 1.20E-01 3.78E-06 1.22E-01 3.81E-06 1.23E-01 4.29E-06

superblue16 2.15E-02 7.83E-05 2.23E-02 4.53E-05 2.39E-02 4.38E-05 2.21E-02 4.45E-05 2.19E-02 4.34E-05

superblue18 1.28E-02 1.88E-05 1.35E-02 1.56E-05 1.37E-02 1.56E-05 1.37E-02 1.88E-05 1.41E-02 1.93E-05

Avg. Ratio 0.881 1.002 0.990 1.020 0.982 1.024 0.998 1.017 1.000 1.000

Fig. 11. Displacement distribution comparison of Rsyn [6, 7] and Ours†.

between their driver and load cells, effectively preventing excessive displacement. Therefore, most

cells end up with a small total displacement, ensuring the overall quality of detailed placement.

To further observe the displacement phenomenon of our detailed placement method, we generate

in Fig. 11 a box plot to visualize the distribution of cell displacement distance of Ours
†
, and that of

Rsyn with displacement constraints. The box plot presents the maximum, minimum, median, and

quartiles of the data. Specifically, the top and bottom edges of a box represent the third quartile (Q3)

and first quartile (Q1), respectively; while the horizontal line within the box denotes the median

(Q2), and the topmost and bottommost horizontal lines represent the maximum and minimum

displacement values. The results show that, although some individual cells in our method exhibit

large displacements, the overall displacement distribution closely resembles that of Rsyn with

displacement constraints, showing no significant anomalies.

6.4 Ablation Experiment
Our timing-driven detailed placement approach contains two parts: the combinational cell move-

ment technique in Rsyn [6, 7] enhanced with the proposed timing sensitivity analysis framework,

and our newly introduced FF movement technique. In this subsection, we conduct ablation experi-

ments to demonstrate the effectiveness of each. Since Rsyn
†
gives more stable experimental results

than Rsyn [6, 7] in Tables 3 and 2, it is adopted for comparisons.

The ablation experiments are performed on the ICCAD 2015 contest benchmarks. Our timing-

driven detailed placer excluding the FF movement technique is denoted as “Ours
†
_c-cell_move",
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Table 8. Comparison ofWNS (103ps), TNS (105ps), StWL (107𝜇m) and RT (seconds) among Rsyn† and Ours†_c-
cell_move on the initial placement provided by ICCAD 2015 contest [13].

Rsyn† Ours†_c-cell_moveBenchmark
WNS TNS StWL RT WNS TNS StWL RT

superblue1 -4.279 -3.319 9.932 142.51 -4.249 -3.192 9.907 167.8

superblue3 -8.075 -8.859 11.61 135.43 -6.587 -7.490 11.59 100.65

superblue4 -4.955 -21.27 7.582 172.71 -4.197 -20.41 7.585 205.28

superblue5 -24.24 -64.40 10.94 162.12 -19.87 -51.03 11.01 127.29

superblue7 -15.22 -13.09 14.22 227.94 -15.22 -10.78 14.18 153.66

superblue10 -14.94 -280.8 21.09 333.36 -15.48 -271.7 21.2 470.56

superblue16 -2.983 -1.474 9.577 136.26 -3.059 -1.343 9.541 88.93

superblue18 -3.656 -6.442 5.908 101.76 -3.629 -6.065 5.874 79.18

Avg. Ratio 1.073 1.117 1.001 1.165 1.000 1.000 1.000 1.000

Table 9. Comparison of WNS (103ps), TNS (105ps), StWL (107𝜇m) and RT (seconds) among Rsyn† and
Ours†_FF_move on the initial placement provided by ICCAD 2015 contest [13].

Rsyn† Ours†_FF_moveBenchmark
WNS TNS StWL RT WNS TNS StWL RT

superblue1 -4.279 -3.319 9.932 142.51 -4.250 -3.296 9.930 84.42

superblue3 -8.075 -8.859 11.61 135.43 -6.757 -7.754 11.64 96.85

superblue4 -4.955 -21.27 7.582 172.71 -4.200 -20.31 7.635 113.78

superblue5 -24.24 -64.40 10.94 162.12 -20.15 -50.78 11.06 91.28

superblue7 -15.22 -13.09 14.22 227.94 -15.22 -10.89 14.25 142.61

superblue10 -14.94 -280.8 21.09 333.36 -14.41 -272 21.19 253.65

superblue16 -2.983 -1.474 9.577 136.26 -3.127 -1.458 9.582 68.45

superblue18 -3.656 -6.442 5.908 101.76 -3.620 -6.107 5.924 70.69

Avg. Ratio 1.073 1.096 0.996 1.590 1.000 1.000 1.000 1.000

and Rsyn
†
incorporated with our proposed FF movement technique is denoted as “Ours

†
_FF_move".

The experimental results are presented in Tables 8 and 9. From the average results in the tables, we

can observe that both of our techniques effectively improve timing result.

6.5 Additional Experiment
Recently, the work in [27] outperforms DREAMPlace 4.0 and achieves better timing-driven global

placement results, and has been open-sourced. We also evaluate our detailed placement method on

[27]’s global placement results.

Based on the global placement results of Shi [27], we perform timing-driven detailed placement

using the following three approaches: our method without cell displacement constraints (denoted

as “Shi_GP + Ours
†
”), Rsyn [6, 7] without cell displacement constraints (denoted as “Shi_GP +

Rsyn
†
”), and Rsyn with cell displacement constraints (denoted as “Shi_GP + Rsyn [6, 7]”). The

global placement results of [27] are also given (denoted by “Shi_GP”). Table 10 lists the results of

Shi_GP, Shi_GP + Rsyn, Shi_GP + Rsyn
†
and Shi_GP + Ours

†
.

The results in Table 10 show that, our approach significantly improves the timing results compared

to Shi_GP [27] and Shi_GP [27] + Rsyn [6, 7], improving TNS by an average of 355.9% and 162.1%,

and WNS by 80.2% and 42.8%, respectively. Moreover, compared to Shi_GP + Rsyn
†
, on average our

approach achieves improvements of TNS by 34.0%, WNS by 6.4%, and StWL by 6.7% respectively,

without compromising the runtime.
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Table 10. Comparison of WNS (103ps), TNS (105ps), StWL (107𝜇m) and RT (seconds) among Shi_GP [27],
Rsyn [6, 7], Rsyn† and our timing-driven detailed placer on the global placement results of Shi [27]. The best
WNS and TNS results are bold-faced.

Shi_GP [27] Shi_GP [27] + Rsyn [6, 7] Shi_GP [27] + Rsyn† Shi_GP [27] + Ours†
Benchmark

WNS TNS StWL WNS TNS StWL RT WNS TNS StWL RT WNS TNS StWL RT

superblue1 -7.702 -15.92 8.442 -5.748 -5.603 9.327 113.89 -5.823 -6.086 9.726 325.68 -5.227 -4.443 8.624 180.12

superblue3 -12.04 -21.18 9.327 -6.716 -7.675 10.7 190.74 -6.636 -7.331 10.43 156.47 -6.38 -6.567 9.457 132.88

superblue4 -10.47 -102.7 6.393 -9.268 -90.7 6.467 166.52 -4.73 -31.92 7.496 110.4 -4.379 -33.24 6.73 261.13

superblue5 -24.71 -64.19 9.574 -24.71 -64.61 9.664 241.07 -17.01 -27.48 10.89 188.54 -16.7 -24.41 9.916 232.57

superblue7 -15.22 -38.84 12.23 -15.22 -13.66 13.1 270.81 -15.22 -12.41 12.55 314.92 -15.22 -10.79 12.45 292.27

superblue10 -23.32 -551.4 19.01 -21.46 -359.2 20.07 411.18 -13.95 -296.7 19.48 512.8 -13.62 -277 18.79 557.71

superblue16 -8.249 -22.55 9.434 -6.882 -13.42 10.32 157.95 -3.802 -4.004 9.829 86.94 -3.032 -1.44 9.69 148.4

superblue18 -6.705 -16.6 4.805 -4.063 -7.869 5.161 97.2 -3.731 -7.055 5.33 98.78 -3.707 -6.148 5.15 87.51

Avg. Ratio 1.802 4.559 0.973 1.428 2.621 1.042 0.944 1.067 1.340 1.067 0.987 1.000 1.000 1.000 1.000

Finally, it should be remarked that, although the experiments in Tables 2, 3 and 10 begin from quite

different global placement results, the timing results after our timing-driven detailed placement do

not differ much.

7 CONCLUSION
This paper has presented a comprehensive timing sensitivity analysis framework that can precisely

estimate the impact of pins, combinational cells, FFs and nets on overall timing. By calculating the

cell delay with the NLDM and the wire delay with the Elmore delay model, we derive in detail how

much the overall timing changes when the target object causes a change in the wirelength. Moreover,

we demonstrate in experiments the superiority of our timing sensitivity over timing-criticality, a

traditional and commonly used timing evaluation metric. The timing sensitivity analysis framework

is applied to the state-of-the-art timing-driven detailed placer Rsyn [6, 7]. Experimental results

show that our timing sensitivity analysis framework brings significant improvements to the timing

performance, without compromising the wirelength and routability.

The objective of this work is to establish a comprehensive timing sensitivity analysis framework

and to demonstrate its effectiveness through application in timing-driven detailed placement. Note

that our current implementation focuses on sensitivity-guided timing optimization, rather than

serving as a fully-featured detailed placement engine. From an engineering perspective, simulta-

neously co-optimizing timing, routability, and power remains an open challenge. Consequently,

developing more sophisticated multi-objective optimization strategies to balance these trade-offs

in detailed placement, as well as extending the framework to timing-driven global placement, is

our direction for future research.
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APPENDIX A: PROOF OF LEMMA 3.3
Proof. (See Fig. 3(a)) The actual arrival time change Δ𝐴𝐴𝑇𝑢 of any sink 𝑢 caused by the position

change of sink 𝑗 consists of three components [21]. First, due to the wirelength change between

source 𝑖 and sink 𝑗 , the delay of wire 𝑒𝑢 = (𝑖, 𝑢) is altered, denote the amount by Δ𝐷𝑒𝑢 . Second, this
wirelength change subsequently affects the load capacitance that combinational cell 𝑐𝑖 (we use 𝑐𝑖
to denote the cell to which pin 𝑖 belongs) drives, causing a delay change of combinational cell 𝑐𝑖 ,

represented by Δ𝐷𝑐𝑖 . Third, this wirelength change also impacts the input slew of combinational

cell 𝑐 𝑗 , leading to a delay change of combinational cell 𝑐 𝑗 , denoted as Δ𝐷𝑐 𝑗 . Although for any sink

𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛), Δ𝐷𝑐𝑢 essentially affects the AAT at the output pin of cell 𝑐𝑢 , we incorporate Δ𝐷𝑐𝑢
into the calculation of ΔAAT𝑢 . This approach allows us to account for the influence of Δ𝐷𝑐𝑢 on

both the TNS and WNS during the subsequent derivation of sink pin’s TNS and WNS sensitivities,

and consequently, the derivation is more convenient and intuitive. Therefore, we define the AAT
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change at any sink 𝑢 as:

Δ𝐴𝐴𝑇𝑢 = Δ𝐷𝑐𝑖 + Δ𝐷𝑒𝑢 + Δ𝐷𝑐𝑢 . (17)

Next, we derive the Δ𝐷𝑐𝑖 , Δ𝐷𝑒𝑢 and Δ𝐷𝑐𝑢 in Eq. (17). We calculate cell delay and slew using

NLDM in Eqs. (1) and (2), and calculate wire delay and slew using the Elmore delay model in Eqs.

(3) and (4).

From Eqs. (3) and (4), we have

Δ𝐷𝑒𝑢 =

{(
𝑐𝑅𝑑 + 𝑟𝐶𝑙 + 𝑟𝑐𝐿 𝑗

)
Δ𝐿 𝑗 +

𝑟𝑐 (Δ𝐿𝑗 )2
2

, if 𝑢 = 𝑗 ;

𝑐 · 𝑅𝑑 · Δ𝐿 𝑗 , otherwise,
(18)

Δ𝑆𝑒𝑢 =

{
𝐾𝑠

[
(𝑐𝑅𝑑 + 𝑟𝐶𝑙 + 𝑟𝑐𝐿 𝑗 )Δ𝐿 𝑗 +

𝑟𝑐 (Δ𝐿𝑗 )2
2

]
, if 𝑢 = 𝑗 ;

𝑐 · 𝐾𝑠 · 𝑅𝑑 · Δ𝐿 𝑗 , otherwise.
(19)

In Eqs. (18) and (19), Δ𝐷𝑒𝑢 and Δ𝑆𝑒𝑢 can be obtained directly for 𝑢 = 𝑗 . If 𝑢 ≠ 𝑗 , the changes of

delay and slew are only contributed through the driver and are caused by the term 𝑅𝑑𝐶total, since

the wirelength 𝐿𝑢 from pin 𝑢 to source 𝑖 remains a constant.

Next, in Eq. (17), the delay change Δ𝐷𝑐𝑖 of combinational cell 𝑐𝑖 mainly originates from the load

capacitance Cap𝑖 it drives, whereas the delay change Δ𝐷𝑐𝑢 of combinational cell 𝑐𝑢 is contributed

by its input slew Slew𝑖 in Eqs. (1) and (2) of the main text. Thus from Eqs. (1) and (2) of the main

text, we get:

Δ𝐷𝑐𝑖 = (𝑏𝑖 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 )ΔCap𝑐𝑖 = (𝑏𝑖 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 ) · 𝑐 · Δ𝐿 𝑗 , (20)

Δ𝐷𝑐𝑢 = (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) · ΔSlew𝑐𝑢 = (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) · (Δ𝑆𝑐𝑖 + Δ𝑆𝑒𝑢 ), (21)

Δ𝑆𝑐𝑖 = (𝑣𝑖 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 ) · ΔCap𝑐𝑖 = (𝑣𝑖 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 ) · 𝑐 · Δ𝐿 𝑗 . (22)

Substituting Eq. (22) and Eq. (19) into Eq. (21), we obtain

Δ𝐷𝑐𝑢 =


(𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) (𝑣𝑖𝑐 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑟𝐾𝑠𝐶𝑙 + 𝑐𝐾𝑠𝑅𝑑 + 𝐾𝑠𝑟𝑐𝐿 𝑗 )Δ𝐿 𝑗+

(𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) ·
𝑟𝑐𝐾𝑠 (Δ𝐿𝑗 )2

2
, if 𝑢 = 𝑗 ;

(𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) · 𝑐 · Δ𝐿 𝑗 (𝑣𝑖 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 + 𝐾𝑠𝑅𝑑 ), otherwise.

(23)

Then, substituting Eqs. (18), (20) and (23) into Eq. (17), we get:

Δ𝐴𝐴𝑇𝑢 =
(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 + 𝑟𝐶𝑙 + 𝑟𝑐𝐿 𝑗 )Δ𝐿 𝑗 +

𝑟𝑐 (Δ𝐿𝑗 )2
2

+ (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) (𝑣𝑖𝑐+
𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑟𝐾𝑠𝐶𝑙 + 𝑐𝐾𝑠𝑅𝑑 + 𝐾𝑠𝑟𝑐𝐿 𝑗 )Δ𝐿 𝑗 + (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) ·

𝑟𝑐𝐾𝑠 (Δ𝐿𝑗 )2
2

, if 𝑢 = 𝑗 ;

(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 )Δ𝐿 𝑗 + (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) · 𝑐 · Δ𝐿 𝑗 (𝑣𝑖 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 + 𝐾𝑠𝑅𝑑 ), otherwise.

Hence, we can obtain 𝑆
𝐴𝐴𝑇𝑢
𝐿𝑗

based on the Δ𝐴𝐴𝑇𝑢 as follows:

𝑆
𝐴𝐴𝑇𝑢
𝐿𝑗

=
Δ𝐴𝐴𝑇𝑢
Δ𝐿 𝑗

=


(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 + 𝑟𝐶𝑙 + 𝑟𝑐𝐿 𝑗 )
+(𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) (𝑣𝑖𝑐 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑟𝐾𝑠𝐶𝑙 + 𝑐𝐾𝑠𝑅𝑑 + 𝐾𝑠𝑟𝑐𝐿 𝑗 ), if 𝑢 = 𝑗 ;

(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 ) + (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) · 𝑐 · (𝑣𝑖 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 + 𝐾𝑠𝑅𝑑 ), otherwise.

□
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APPENDIX B: PROOF OF LEMMA 3.4
Proof. (See Fig. 3(b)) The proof is similar to that of Lemma 3.3. Lemma 3.4 differs from Lemma

3.3 in that, when 𝑢 serves as the D pin of an FF, the value of Δ𝐷𝑐𝑢 in Eq. (21) will be 0. This is due

to the fact that the FF is the starting and ending point of a timing path. Because we use Eq. (1) for

cell delay, as mentioned in [4], when the cell is the starting point of the timing path (i.e., FF), the

cell delay needs to be set with a boundary condition, and the value of 𝑆𝑙𝑒𝑤 corresponding to the

FF will be fixed to zero. In this case, even if the D pin position is changed, it will not affect the

delay calculation of FF. When 𝑢 is a pin of other combinational cell, then its AAT sensitivity can be

calculated as Lemma 3.3.

Then, similar to the proof of Lemma 3.3, for the net to which D pin belongs, the AAT change at

any sink 𝑢 is:

Δ𝐴𝐴𝑇𝑢 ={
(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 + 𝑟𝐶𝑙 + 𝑟𝑐𝐿 𝑗 )Δ𝐿 𝑗 +

𝑟𝑐 (Δ𝐿𝑗 )2
2

, if 𝑢 = D pin;

(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 )Δ𝐿 𝑗 + (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 )𝑐 (𝑣𝑖 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 + 𝐾𝑠𝑅𝑑 )Δ𝐿 𝑗 , otherwise.

Hence, we can obtain 𝑆
𝐴𝐴𝑇𝑢
𝐿𝑗

based on the Δ𝐴𝐴𝑇𝑢 as follows:

𝑆
𝐴𝐴𝑇𝑢
𝐿𝑗

=
Δ𝐴𝐴𝑇𝑢
Δ𝐿 𝑗

=

{
𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 + 𝑟𝐶𝑙 + 𝑟𝑐𝐿 𝑗 , if 𝑢 = D pin;

(𝑏𝑖𝑐 + 𝑧𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 · 𝑐 + 𝑐𝑅𝑑 ) + (𝑎𝑢 + 𝑧𝑢 ·𝐶𝑎𝑝𝑐𝑢 ) · 𝑐 · (𝑣𝑖 + 𝑢𝑖 · 𝑆𝑙𝑒𝑤𝑐𝑖 + 𝐾𝑠𝑅𝑑 ), otherwise.

□

APPENDIX C: PROOF OF THEOREM 3.5
Proof. (See Fig. 3(a)) When the position of sink 𝑗 is adjusted, it directly influences the wire-

length between source 𝑖 and sink 𝑗 , thereby altering the wire delay from 𝑖 to 𝑗 . Moreover, this

modification in wirelength impacts the load capacitance driven by the driver, leading to a change in

the combinational cell delay of the driver. Consequently, this change in the driver’s cell delay affects

the actual arrival time at all sinks within the net 𝑛. Additionally, a single sink influences multiple

timing critical endpoints, and its AAT change alters the slacks of these endpoints, and finally leads

to a change in TNS. The precise amount of TNS variation ΔTNS induced by the position change of

the sink 𝑗 is:

ΔTNS = −
∑︁

𝑢∈Sink(𝑛)
𝐹𝑢 · Δ𝐴𝐴𝑇𝑢 = −

∑︁
𝑢∈Sink(𝑛)

𝐹𝑢
Δ𝐴𝐴𝑇𝑢
Δ𝐿 𝑗

Δ𝐿 𝑗 = −
∑︁

𝑢∈Sink(𝑛)
𝐹𝑢 · 𝑆𝐴𝐴𝑇𝑢𝐿𝑗

Δ𝐿 𝑗 ,

where Δ𝐴𝐴𝑇𝑢 is the variation of AAT at sink 𝑢, 𝐹𝑢 is the number of timing critical endpoints

influenced by the sink 𝑢, which is calculated by the algorithm proposed in [24]. Furthermore, 𝐿 𝑗 is

the wirelength between sink 𝑗 and the source 𝑖 , Δ𝐿 𝑗 is the wirelength variation amount. Thus, we

have:

𝑆TNS ( 𝑗) =
ΔTNS

Δ𝐿 𝑗
= −

∑︁
𝑢∈Sink(n)

𝐹𝑢 · 𝑆𝐴𝐴𝑇𝑢𝐿𝑗
.

□

APPENDIX D: PROOF OF THEOREM 3.6
Proof. According to the proof of Theorem 3.5, a position change of sink 𝑗 affects the AATs of

all sinks of the net 𝑛, and each sink affects multiple timing critical endpoints. However, since WNS
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characterizes the delay of the worst path, we need to determine which sink 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛) is on the

worst path, due to that the sink 𝑢’s AAT contributes to the WNS. Hence, the precise amount of

WNS variation induced by the position change of the sink 𝑗 is:

ΔWNS =


−Δ𝐴𝐴𝑇𝑢 = −Δ𝐴𝐴𝑇𝑢

Δ𝐿𝑗
Δ𝐿 𝑗 = −𝑆𝐴𝐴𝑇𝑢

𝐿𝑗
· Δ𝐿 𝑗 ,

if there exists a sink 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛) on the worst timing path;

0, otherwise.

Thus, we have

𝑆WNS ( 𝑗) =
ΔWNS

Δ𝐿 𝑗
=

{
−𝑆𝐴𝐴𝑇𝑢

𝐿𝑗
, if there exists a sink 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛) on the worst timing path;

0, otherwise.

□

APPENDIX E: PROOF OF THEOREM 3.7
Proof. (See Fig. 3(a)) Since we assume that the positions of all other pins are fixed when deriving

the timing sensitivity of a pin, moving source 𝑖 only affects the change in the wirelength of net 𝑛,

which in turn affects the actual arrival times at all sinks of net 𝑛. This behavior is analogous to the

case when the sinks’ positions change. Therefore, similar to Theorem 3.5, we can easily conclude

that the TNS sensitivity of the source 𝑖 is:

𝑆TNS (𝑖) =
ΔTNS

Δ𝐿𝑛
= −

∑︁
𝑢′∈Sink(n)

𝐹𝑢′ · 𝑆𝐴𝐴𝑇𝑢′𝐿𝑛
, (24)

where 𝐿𝑛 is the wirelength of net 𝑛, Δ𝑇𝑁𝑆 and Δ𝐿𝑛 are the variations of TNS and 𝐿𝑛 , 𝐹𝑢′ is the

number of timing critical endpoints influenced by the sink𝑢′, 𝑆𝐴𝐴𝑇𝑢′
𝐿𝑛

is the actual arrival time (AAT)

sensitivity to wirelength 𝐿𝑛 of any sink 𝑢′ in net 𝑛.

Next, we derive the 𝑆
𝐴𝐴𝑇𝑢′
𝐿𝑛

in Eq. (24). As shown in Fig. 3(a), the distances from the source pin

to each sink pin are denoted as 𝐿 𝑗 , 𝐿𝑢1 and 𝐿𝑢2 . In practice, a change in 𝐿𝑛 may cause 𝐿 𝑗 , 𝐿𝑢1 and

𝐿𝑢2 to vary in different directions (i.e., they may not increase or decrease simultaneously), which

in turn can impact differently the AAT of the sink pins. From Lemma 3.3, we know that for any

sink 𝑢′, the values of 𝑆𝐴𝐴𝑇𝑢′
𝐿𝑗

, 𝑆
𝐴𝐴𝑇𝑢′
𝐿𝑢

1

and 𝑆
𝐴𝐴𝑇𝑢′
𝐿𝑢

2

must be non-positive. Thus, we can use their sum

to express the case that the change in 𝐿𝑛 has the maximum effect on AAT at sink 𝑢′ (i.e., 𝐿 𝑗 , 𝐿𝑢1
and 𝐿𝑢2 increase or decrease at the same time). Therefore, we can conclude:

𝑆
𝐴𝐴𝑇𝑢′
𝐿𝑛

=
Δ𝐴𝐴𝑇𝑢′

Δ𝐿𝑛
=

∑︁
𝑢∈Sink(n)

Δ𝐴𝐴𝑇𝑢′

Δ𝐿𝑢
=

∑︁
𝑢∈Sink(n)

𝑆
𝐴𝐴𝑇𝑢′
𝐿𝑢

. (25)

We substitute Eq. (25) into Eq. (24) to obtain:

𝑆TNS (𝑖) = −
∑︁

𝑢′∈Sink(n)
𝐹𝑢′ · 𝑆𝐴𝐴𝑇𝑢′𝐿𝑛

= −
∑︁

𝑢′∈Sink(n)
𝐹𝑢′ ·

∑︁
𝑢∈Sink(n)

𝑆
𝐴𝐴𝑇𝑢′
𝐿𝑢

=
∑︁

𝑢′∈Sink(n)

∑︁
𝑢∈Sink(n)

−𝐹𝑢′ · 𝑆𝐴𝐴𝑇𝑢′𝐿𝑢

=
∑︁

𝑢∈Sink(n)

∑︁
𝑢′∈Sink(n)

−𝐹𝑢′ · 𝑆𝐴𝐴𝑇𝑢′𝐿𝑢
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=
∑︁

𝑢∈Sink(n)
𝑆TNS (𝑢).

□

APPENDIX F: PROOF OF THEOREM 3.8
Proof. (See Fig. 3(a)) Based on the proof of Theorem 3.6, we can analyze by considering whether

or not there is a sink 𝑢 ∈ 𝑆𝑖𝑛𝑘 (𝑛) on the worst timing path in two cases.

If all sinks of net 𝑛 are not on the worst timing path, a position change of source 𝑖 does not affect

WNS, and it naturally follows that 𝑆WNS (𝑖) = 0. Furthermore, as clearly stated in Theorem 3.6, for

any sink 𝑢 of net 𝑛, we have 𝑆WNS (𝑢) = 0. At this point, we can conclude:

𝑆WNS (𝑖) =
∑︁

𝑢∈Sink(n)
𝑆WNS (𝑢) = 0.

If there exists a sink 𝑢′ ∈ 𝑆𝑖𝑛𝑘 (𝑛) on the worst timing path, then, similar to the analysis in the

proof of Theorem 3.6, only the change in the actual arrival time at sink 𝑢′ affects the WNS. So we

have

𝑆WNS (𝑖) =
ΔWNS

Δ𝐿𝑛
= −𝑆𝐴𝐴𝑇𝑢′

𝐿𝑛
,

where 𝐿𝑛 is the length of the net 𝑛, Δ𝑊𝑁𝑆 and Δ𝐿𝑛 are the variations of WNS and 𝐿𝑛 , 𝑆
𝐴𝐴𝑇𝑢
𝐿𝑛

is the

actual arrival time (AAT) sensitivity to wirelength 𝐿𝑛 of sink 𝑢 in net 𝑛.

Based on the same analysis for Eq. (25), we can get

𝑆WNS (𝑖) = −𝑆𝐴𝐴𝑇𝑢′
𝐿𝑛

= −
∑︁

𝑢∈Sink(n)
𝑆
𝐴𝐴𝑇𝑢′
𝐿𝑢

=
∑︁

𝑢∈Sink(n)
−𝑆𝐴𝐴𝑇𝑢′

𝐿𝑢
=

∑︁
𝑢∈Sink(n)

𝑆WNS (𝑢).

Hence, Theorem 3.8 holds. □

APPENDIX G: PROOF OF THEOREM 3.9
Proof. (See Fig. 4(a)) A change in the location of a combinational cell (c-cell) is essentially

equivalent to the position changes of all the pins located on the c-cell, which includes both critical

pins such as pin 𝑓 and non-critical pins such as pin 𝑗 . Therefore, a wirelength change caused by

moving a c-cell is essentially equivalent to the wirelength changes caused by moving all these pins.

As shown in Fig. 4(a), we use 𝐿 𝑗 to denote the wirelength from sink 𝑗 to its source, 𝐿𝑓 to denote

the wirelength from sink 𝑓 to its source, 𝐿𝑘 to denote the wirelength of the net 𝑛3 in which source

𝑘 is located. However, a change in the c-cell’s position may cause the three wirelengths to change

differently (i.e., 𝐿 𝑗 , 𝐿𝑓 and 𝐿𝑘 may not increase or decrease simultaneously), which in turn affects the

TNS differently. According to Eq. (10) and Eq. (11), the effects of all the three wirelength variations

on TNS can be expressed as the TNS sensitivity of the pin. Also, from Theorem 3.5 and Theorem

3.7 we know that the value of the TNS sensitivity of the pin must be non-positive. Thus, we can

use their sum to express the case that the change in the c-cell’s position has the maximum effect

on TNS (i.e., 𝐿 𝑗 , 𝐿𝑓 and 𝐿𝑘 increase or decrease simultaneously). So, we can get:

𝑆TNS (c-cell) =
ΔTNS

Δ𝐿 𝑗
+ ΔTNS

Δ𝐿𝑓
+ ΔTNS

Δ𝐿𝑘
= 𝑆TNS ( 𝑗) + 𝑆TNS (𝑓 ) + 𝑆TNS (𝑘), (26)

where Δ𝑇𝑁𝑆 , Δ𝐿𝑗 , Δ𝐿𝑓 and Δ𝐿𝑘 are the variations of TNS, 𝐿 𝑗 , 𝐿𝑓 and 𝐿𝑘 .
Thus, it can be seen that in the most sensitive case, the TNS sensitivity value of a combinational

cell is equal to the sum of the TNS sensitivity values of all its pins. Hence, Theorem 3.9 holds. □
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APPENDIX H: PROOF OF THEOREM 3.10
Proof. (See Fig. 4(a)) Similar to the analysis in Theorem 3.9, we can get:

𝑆WNS (c-cell) =
ΔWNS

Δ𝐿 𝑗
+ ΔWNS

Δ𝐿𝑓
+ ΔWNS

Δ𝐿𝑘
= 𝑆WNS ( 𝑗) + 𝑆WNS (𝑓 ) + 𝑆WNS (𝑘),

where Δ𝑊𝑁𝑆 is the variation of WNS, and the other parameters are the same as those in Theorem

3.9.

Thus, it can be seen that in the most sensitive case, the WNS sensitivity value of a combinational

cell is equal to the sum of the WNS sensitivity values of all its pins. Hence, Theorem 3.10 holds. □

APPENDIX I: PROOF OF THEOREM 3.13
Proof. (See Fig. 5) The wirelength change of the net colored in green is caused by moving its

associated cells𝐴, 𝐵,𝐶 , or 𝐷 . Therefore, the wirelength change of a net is equivalent to the position

changes of some cells on the net, which in turn corresponds to the locations changes of all the

pins of these cells. All these pins’ locations, when changed, lead to wirelength changes of nets in

different regions, which in turn may have different effects on TNS. We use the same analysis as in

Theorem 3.9 to consider the case that the wirelength change of the net has the maximum impact

on TNS, and calculate the TNS sensitivity of the net. Similar to Eq. (26), we can get:

𝑆TNS (net) =
∑︁

𝑢1∈Cell A
𝑆TNS (𝑢1) +

∑︁
𝑢2∈Cell B

𝑆TNS (𝑢2) +
∑︁

𝑢3∈Cell C
𝑆TNS (𝑢3) +

∑︁
𝑢4∈Cell D

𝑆TNS (𝑢4)

= 𝑆TNS (𝐴) + 𝑆TNS (𝐵) + 𝑆TNS (𝐶) + 𝑆TNS (𝐷),
where 𝑢1, 𝑢2, 𝑢3 and 𝑢4 denote the pins belonging to cells 𝐴, 𝐵, 𝐶 and 𝐷 , respectively.

Thus, in the most sensitive case, the impact of a net length change on the TNS is equivalent to

the sum of the effects on the TNS by moving the driver and all receivers associated to that net. So

Theorem 3.13 holds. □

APPENDIX J: PROOF OF THEOREM 3.14
Proof. (See Fig. 5) Similar to the analysis in Theorem 3.13, we can easily have:

𝑆WNS (net) = 𝑆WNS (𝐴) + 𝑆WNS (𝐵) + 𝑆WNS (𝐶) + 𝑆WNS (𝐷).
Thus, it can be seen that in the most sensitive case, the WNS sensitivity value of a net is equal to

the sum of the WNS sensitivity values of all its cells. Hence, Theorem 3.14 holds. □
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